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I. ZÁKLADNÍ VELIČINY

Celá populace obsahuje N prvků s hodnotami
veličiny X = xi, i ∈ [1;N ]. Střední hodnota veličiny
X je

µ =
1

N

N∑
i=1

xi,

rozptyl veličiny X je roven

V =
1

N

N∑
i=1

(xi − µ)2,

a směrodatná odchylka σ =
√
V .

Vzorek vybraný z populace obsahuje n prvků s
hodnotami veličiny X = xi, i ∈ [1;n]. Střední hod-
nota veličiny X celé populace je odhadnuta jako střední
hodnota veličiny X ve vzorku

x̄ =
1

n

n∑
i=1

xi,

rozptyl veličiny X je odhadnut pomocí

V̄ =
1

n− 1

n∑
i=1

(xi − x̄)2,

a odhad směrodatné odchylky σ̄ =
√
V̄ . Směro-

datnou odchylku odhadů střední hodnoty (neboli
standardní chybu určení průměru) vypočítáme jako σ̄x̄ =
σ̄/

√
n.

Kombinovaná nejistota uC =
√
u2
A + u2

B , kde uA a
uB jsou nejistoty typu A a B.

II. T-TEST

(a) Střední hodnoty normálně rozdělené veličiny X po-
zorované na dvou vzorcích byly určeny jako x̄1 a x̄2. Při
platnosti nulové hypotézy H0: populace, ze kterých
vzorky pocházejí, mají stejné střední hodnoty,
bude mít veličina

t =
|x̄1 − x̄2|√

V̄1

n1
+ V̄2

n2

Studentovo t rozdělení (pro kritické hodnoty využijeme
T tabulku). V̄1 a V̄2 jsou odhady rozptylů vypočítané
z jednotlivých vzorků o velikostech n1 a n2. Počet stupňů
volnosti df = n1 + n2 − 2.

(b) Střední hodnota normálně rozdělené veličiny X
byla na základě jednoho vzorku odhadnuta jako x̄.
Při platnosti nulové hypotézy H0: vzorek pochází
z rozdělení se střední hodnotou µ a směrodatnou
odchylkou σ, bude mít veličina

t =
|x̄− µ|
σ/

√
n

Studentovo t rozdělení (pro kritické hodnoty využijeme
T tabulku). Počet prvků ve vzorku je n a stupňů volnosti
df = n− 1.

III. REGRESE A F-TEST

V experimentu byly nastaveny hodnoty nezávislé
proměnné X = xi, i ∈ [1;n]. Pro tyto hodnoty byly
měřeny hodnoty závislé veličiny Y označené yi. Byl
vytvořen model (fyzikální zákon) odhadující z hodnot xi

hodnoty veličiny Y označené ŷi. Reziduem rozumíme
rozdíl ri = yi−ŷi. Součtem čtverců reziduí rozumíme
výraz RES =

∑n
i=1 r

2
i .

Koeficient determinace

R2 = 1− RES

SS

stanoví jaký podíl rozptylu veličiny Y vysvětlí náš model
ŷ. SS =

∑n
i=1(yi−ȳ)2 (funguje přesně pouze pro lineární

regresi).
Test modelu proti situaci bez modelu: za před-

pokladu nulové hypotézy H0: hodnoty RES a SS nejsou
statisticky významně odlišné, pozorovaný pokles
rozptylu vyjádřený pomocí R2 je pouze náhodný,
bude mít veličina

F =
(SS −RES)/dfc

RES/dfj

F rozdělení (pro kritické hodnoty využijeme F tabulku).
Počet stupňů volnosti určíme jako dfc = p−1, dfj = n−p,
kde n je počet měření a p počet parametrů modelu.

Test dvou modelů: máme-li k dispozici dva mod-
ely ŷ(1) o počtu parametrů p1 a ŷ(2) o počtu parametrů
p2, kdy první je zjednodušením druhého, obdržíme pro
tyto modely hodnoty součtů čtverců reziduí RES1 a
RES2. Za předpokladu nulové hypotézy H0: vzhledem
k počtu parametrů obou modelů není mezi RES1 a
RES2 statisticky významný rozdíl, bude mít veličina

F =
(RES1 −RES2)/dfc

RES2/dfj



2

F rozdělení (pro kritické hodnoty využijeme F tabulku).
Počet stupňů volnosti dfc = df1 − df2 a dfj = df2, kde
df1 = n− p1 a df2 = n− p2.

Test dvou variancí: F-test lze použít také k otestování,
zda mezi odhady variancí V̄1 a V̄2 pozorovaných na dvou
nezávislých vzorcích populací s normálním rozdělením je
statisticky významný rozdíl. Za předpokladu nulové hy-
potézy H0: obě populace mají stejné variance (po-
zorovaný rozdíl je pouze důsledkem náhodného výběru
vzorku), bude mít veličina

F =
V̄1

V̄2

F rozdělení (pro kritické hodnoty využijeme F tabulku).
Počet stupňů volnosti určíme jako dfc = n1 − 1 a dfj =
n2 − 1, kde n1 a n2 jsou velikosti vzorků.

Veličina χ2: v případě, kdy jsou nejistoty měření hod-
not yi známé a rozdílné, nahradíme veličinu RES veliči-
nou

χ2 =

n∑
i=1

(yi − ŷi)
2

σ2
i

,

kde σi představuje odhad nejistoty měření hodnoty yi
vyjádřený například jako směrodatná odchylka. Hodnota
χ2 nám umožní přímo stanovit, zda jsou rezidua ri mezi
měřením a model vysvětlitelná pouze jako důsledek chyby
měření odhadnutý nejistotou σi nebo zda model nedokáže
měření vysvětlit. Za předpokladu nulové hypotézy H0:
rozdíly mezi měřením a odhadem modelu jsou
vysvětlitelné pouze důsledkem chyby měření, bude
mít veličina χ2 rozdělení χ2 s počtem stupňů volnosti
df = n − p, kde n je počet měření a p počet parametrů
modelu (pro kritické hodnoty využijeme χ2 tabulku).
F test pro porovnání dvou modelů lze provést i
s použitím χ2 namísto RES.

Redukovaný χ2: je veličina definovaná jako χ2
df =

χ2/df . Hodnoty výrazně vyšší než 1 indikují, že model
měření nedokáže vysvětlit, hodnoty okolo 1 napovídají,
že model vysvětluje měření adekvátně, a hodnoty výrazně
nižší než 1 mohou znamenat, že náš model má příliš
mnoho parametrů.

Pearsonův test dobré shody: umožňuje posoudit,
zda je pozorování vybraných kategorií vysvětlitelné ref-
erenčním rozdělením těchto kategorií. Vypočítáme

χ2 =

n∑
i=1

(yi − ŷi)
2

ŷi
,

kde ŷi = Npi. Hodnoty pi jsou pravděpodobnosti
výskytu dané kategorie plynoucí z referenčního rozdělení
a N =

∑n
i=1 yi je celkový počet pozorování ve všech n

kategoriích. Za předpokladu platnosti nulové hypotézy
H0: pozorovaný počet výskytů yi lze vysvětlit
referenčním rozdělením pi, bude mít výše uvedená
veličina χ2 rozdělení s počtem stupňů volnosti df = n−1.

Šíření nejistoty: nechť je závislá proměnná y funkcí
nezávislých proměnných x(j), j ∈ [1;D], tedy

y = f(x(1), x(2), ..., x(D)).

Nechť nejistota určení j-té nezávislé proměnné je rovna
u(1). Poté nejistotu závislé proměnné y označenou jako
u(y) odhadneme pomocí vztahu

u(y) =

√√√√ D∑
j=1

(
∂f

∂x(1)
u(1)

)2

.

IV. STATISTICKÁ ROZDĚLENÍ A METODA
MAXIMÁLNÍ VĚROHODNOSTI

Maximální věrohodnost: pravděpodobnost, že při
platnosti modelu ŷi pozorujeme hodnotu yi se rovná
prob(yi|ŷi), kde prob je pravděpodobnostní rozdělení
chyb měření kolem předpovězené hodnoty ŷi. Celková
pravděpodobnost n provedených měření vzhledem
k modelu je

L = Πn
i=1prob(yi|ŷi)

neboli

logL =

n∑
i=1

log prob(yi|ŷi).

Hledáním maxima L (nebo logL) přes všechny parame-
try modelu najdeme model, který je vůči pozorování nej-
věrohodnější.

Některá statistická rozdělení:
Binomické rozdělení: X úspěchů z N pokusů, p je
pravděpodobnost úspěchu:

prob(X,N) = C(X,N)pX(1− p)N−X

Poissonovo rozdělení (střední hodnota µ, σ =
√
µ):

prob(X) =
µX

X!
e−µ

Gaussovo/normální rozdělení:

prob(X) =
1√
2πσ2

e−(X−µ)2/2σ2

Exponenciální rozdělení (střední hodnota µ, σ = µ):

prob(X) =
1

µ
e−X/µ

Cauchyho-Lorentzovo rozdělení:

prob(X) =
1

πγ

[
1 +

(
X−µ
γ

)2
]




