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Preface

It was for the first time when the International Conference on Squeezed

States and Uncertainty Relations and the Feynman Festival were held at the

same place, at Olomouc in the Czech Republic from June 22 to June 26,

2009. This decision made by the founder of both conference series, profes-

sor Y. S. Kim, gave the possibility of mutual fruitful interaction between

two communities of researchers working in the field of quantum optics and

squeezed and non-classical states on one side and foundations of quantum

mechanics and quantum information on the other. A common program of

both conferences has included a broad range of topics from modern quantum

physics: coherent states and squeezed states, phase-space methods, contin-

uous variables and quantum information processing with continuous vari-

ables, various quantum detection schemes, quantum measurement, quantum

metrology, generation of discrete quantum states, entangled photon pairs,

atom and molecular optics, spins, cavity QED, decoherence and entangle-

ment, quantum computing, quantum-information processing as well as foun-

dations of quantum theory.

Initial talks have informed more than 160 participants about the history of

the conferences (Y. S. Kim) and long-lasting tradition of optics in Olomouc

(J. Peřina). Review talks devoted to Quantum optics with ultracold atoms

(G. Rempe), Space, time, and quantum nonlocality (N. Gisin), Controlling

the speed of light (R. W. Boyd), Long-distance quantum entanglement ex-

periments (A. Zeilinger), Quantum dot realization of quantum-information

processing (H. Matsueda), and Multiphoton entanglement (H. Weinfurter)

have revealed the recent fascinating and fast development in these modern
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fields. Physics and applications of photon pairs have probably been the most

frequently discussed topic including quantum imaging, X-entanglement, spec-

trum shaping, photon statistics, fiber-optic sources, sources on a chip and

their characterization. In the field of continuous variables, preparation, dis-

tillation and purification of entangled states as well as quantification of non-

classical properties have attracted a great attention. Especially the charac-

terization of entanglement and its properties have been mentioned. Also the

description of quantum processes and incompatible measurements have been

in the area of interest of speakers. As a great achievement, the experimen-

tal realization of quantum memories for light has been reported (E. Polzik).

These results have stimulated the development of new quantum-information

protocols mentioned in many contributions.

All these topics were intensively discussed during the conferences and pro-

vided the participants with the newest information about the development

in the fields of quantum optics, quantum information, and quantum theory

in general.

Results contained in many contributions have been summarized in these

Proceedings. In parallel, many contributions have been published as original

papers in the Topical Issue of Journal of Russian Laser Research (Volume 30,

Number 5, 2009).

In Olomouc, November 24, 2009 Jan Peřina, Jr.
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Abstract

Measuring photon-number statistics might seem feasible only when photons are very few, owing to the

notably poor photon-number discriminating capability of detectors. We review the performances of de-

tectors based on the most different primary photo-detection processes and the corresponding measuring

techniques. We show that any photo-detector producing a single-photon response sufficiently narrow can

count photons up to numbers corresponding to the upper limit of the linearity range, which makes it feasible

to measure statistical distributions in the macroscopic realm.

PACS numbers: 42.50.Ar, 85.60.Gz, 85.60.Ha

∗Electronic address: alessandra.andreoni@uninsubria.it
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I. INTRODUCTION

Measuring photon-number statistics might seem feasible only when photons are very few, ow-

ing to the notably poor photon-number discriminating capability of detectors, which rarely goes

beyond five detected photons. However, for many applications it would be extremely desirable

to have photon-counting detectors and methods suitable for any situation as to spectral and in-

tensity characteristics of the light to be measured. As a matter of fact, many efforts have been

made that are aimed at improving photon-counting capability by working both on detectors and

on front-end optics. Provided the light is spread across the sensitive area, detectors based on the

most different primary photo-detection processes in which the output charge corresponding to one

detected photon is generated in a confined area were (are being) shown to allow photon counting

(see part a) of Fig. 1). Photons temporally spread by either cascaded arrays of beam splitters or

multiple fiber-loop splitters have been alternatively used in connection with single-photon (S-P)

avalanche diodes. These detectors and approaches are discussed in Section II. Section III is de-

voted to detectors endowed with genuine photon-number resolving power (see part b) of Fig. 1).

These are both detectors that operate, in essence, as micro-calorimeters and detectors based on

quantum interactions between photons and sensitive material. Among the former ones, we men-

tion a super-conducting transition-edge sensor (TES) with tungsten as the active device material

that was recently demonstrated to work as a photon-counter endowed with almost unitary quantum

efficiency ηq from UV-vis to telecom wavelengths [1]. As to the latter ones, we discuss photoemis-

sive detectors. In particular we focus on two categories, both endowed with internal gain, namely

the photomultiplier tube (PMT) and the so-called hybrid photo-detector (HPD). At variance with

PMTs, in which the photoelectrons released by the photocathode are multiplied by impact ioniza-

tion, in HPDs they are amplified by an avalanche diode that the photoelectrons strike after strong

2
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FIG. 1: Detectors operating as arrays of S-P detectors in a) and genuine detectors with photon-number

resolving power in b).

acceleration [2]. We are aware of the fact that, as compared to TES, photoemissive detectors only

ensure reasonable values of the detection quantum efficiency ηq in the visible and near-IR spec-

tral ranges. Our interest stems from the fact that, for both PMTs and HPDs, the range of linear

response extends well beyond that in which they can ”count” photons. In Section IV we show that

such a property leads to a method for using them to assess the number of detected photons all over

the range of linearity. In Section V we describe applications of the method to classical optical

fields with non trivial statistics and in Section VI we draw conclusions and discuss perspective

applications to fields with non-classical features.

II. SPATIAL AND TEMPORAL PHOTON SPLITTING

We first consider detectors in which the output charge Q corresponding to one detected photon

is generated in a confined area as depicted in part a) of Fig. 1. These areas can either be the

pixels with single-photon (S-P) sensitivity of an intensified CCD camera or those, also called cells,

of a silicon photomultiplier (SiPM) [3]. They can be as well physically separated S-P sensitive
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elements as in the case of arrays either of S-P solid-state detectors or of super-conducting nano-

wires. This category also includes the so-called visible-light photon counters (VLPC) [4], Which

are designed so that the avalanche breakdown is confined into well defined regions. All these

detectors have sizeable sensitive areas over which the light field to be measured must be spread

so that at each duty cycle no pixel/cell is forced to reveal more than one photon. Only in such

a condition the number of pixels that are ”fired” corresponds to a number m of detected photons

simply linked to the number n of incident photons by [5]

Pm =
+∞∑
n=m




n

m


 ηm(1− η)n−mPn . (1)

in which Pm and Pn are the corresponding probability densities and η < ηq(< 1) represents the

overall photon-detection efficiency.

Haderka and coworkers [6] used an intensified CCD to measure joint signal-idler photon-

number distributions in a spontaneous parametric down-conversion (PDC) process pumped by

the second-harmonics of an amplified Ti:sapphire laser. By sending signal, idler and background

onto different parts of the sensor they could demonstrate the poissonian statistics of the photon

pairs and the strong correlations in the signal and idler photon numbers, which were of the order

of several tens. In similar regimes of light intensity, it is likely that SiPMs will allow measuring

photon-number statistics, possibly with higher ηq, in the next future. These are detectors whose

main drawbacks are the high rate of dark counts and the relevance of cross-talk, but they are ex-

tremely cheaper than S-P intensified CCDs. Here we report on experiments made independently

by the group of Silberberg (Weizmann Institute of Sciences, Rehovot, Israel) and by our group at

University of Insubria (Como) in which the photons to be counted are spatially spread on the sen-

sitive area (1 mm× 1 mm) of very similar SiPMs (see [7] for specifications). Both of us measured

the pulse-height spectrum of the output, which, in the case of a SiPM, contains the information on
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the detected-photon statistics. We simply integrated the output signal by a charge digitizer over

a time window synchronized with the ps-laser source generating the light to be measured. Fig-

ure 2) shows a typical pulse-height spectrum obtained for coherent pulses of ∼5.4 ps duration at

523 nm wavelength by using a Hamamatsu S10362-11-100C SiPM with 100 pixels of 100 µm ×

100 µm size. Silberberg and coworkers [8] used a SiPM model, S10362-11-050U, differing from

ours essentially in the number and size of the pixels (400 pixels of 50 µm × 50 µm size), but
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FIG. 2: a) Spectrum of the Hamamatsu S10362-11-100C SiPM output charge for detection of coherent

light.

digitized each output current waveform by a computer-based fast digitizer. A sharp strategy for

post-selecting the digitized output waveforms allowed them to lower the dark-count rate by one

order of magnitude and to avoid storing after-pulses as indicative of detected photons. Actually

in the histogram displayed in Fig. 3 of reference [8] the peaks are better resolved as compared

to ours in Fig. 2, which, however, refers to a coherent state producing a greater mean number of

detected photons 〈m〉. A photon-number resolving power up to m ∼= 4 was demonstrated for

VLPCs in similar experiments with coherent light [9]. However such detectors, whose technology

started being developed about ten years ago [4], were also exploited in experiments demonstrat-
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ing the non-classicality of multi-mode PDC [10] and the generation of photon number states [11].

Detectors constituted by physically separated S-P sensitive elements, such as arrays either of S-P

solid-state detectors [12, 13] or of super-conducting nano-wires [14], are still unable to resolve

sizeable numbers of detected photons. They certainly are position-sensitive in the sense depicted

in Fig. 1a), but not available yet with a sufficient number of sensitive elements, say pixels. Such

a limitation is rather disappointing, in particular for S-P solid-state detectors considering that they

are endowed with ηq-values definitely greater that those of the above multi-pixel detectors.

S-P solid-state detectors such as avalanche photodiodes (APDs) proved to be ideal in conjunc-

tion with light delivery optics providing temporal splitting of the photons to be detected. This

technique pioneered by Banaszek and Walmsley [15] consists in launching the multiple photons

to be measured into a fiber loop that is weakly coupled to a single APD so that it detects no more

than one photon every time it is biased above breakdown voltage. Obviously the transit time in

the loop must be longer than the dead time of the APD. Photon counting rates as high as 100 kHz

with total detection efficiency η > 0.5 were recently achieved with a balanced eight-port photon-

number-resolving detector based on an optical-fiber time-multiplexed device utilizing a pair of

APDs as the detectors [16]. This system has overcome the limitation posed on the acquisition rate

by the dead time of the single APD used by Banaszek and Walmsley, but requires time consuming

optimizations to achieve good balancing of the eight ports.

In conclusion neither spreading the light to be measured across the detector sensitive area so

that each pixel operates in single-photon regime nor splitting photons in time for the sake of using

high-ηq S-P APDs seem to be straightforward methods to count mesoscopic numbers of detected

photons. The latter might yield better photon-number resolution, which is still to be proved, but

it is cumbersome. The former gives results affected by artifacts, such as after-pulses and cross-

talk, that only recently have started to be compensated for. The adoption of any of the techniques
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described in this Section seems to find its justification only in the lack of genuine photon-counting

detectors operating as sketched in Fig. 1b). That is, detectors giving different output charges when

m instead of m± 1 photons are detected, being m a sizeable number.

III. PHOTON-NUMBER RESOLVING DETECTORS

To have ideal photon-number resolving power, a detector with internal gain should be endowed

with an extremely narrow gain line. To date, those best approaching the behavior depicted in

Fig. 1b) with m and n linked by Eq. (1) are the TESs. The TES detector developed by Lita and

coworkers [1] at NIST (Boulder, CO, USA) and tested on poissonian light at 1556 nm gave the

pulse-height spectrum showed in Fig. 5 of the quoted paper, in which the peaks corresponding to

different m-values (m ≤ 7) are absolutely separated. The measurement corresponds to 〈n〉 ∼= 2.45,

as calculated from the experimental 〈m〉 upon calibration of the overall quantum efficiency (η =

0.95). Unfortunately such a detector would be almost impossible to handle in normal laboratories

of optics due to the cryogenic environment in which this TES and the connected electronics must

operate.

Among the more user-friendly photoemissive detectors we have identified some ones endowed

with reasonably good photon-number resolving power. They are selected PMTs, such as the Burle

model 8850 (Burle Electron Tubes, PA, USA) [17, 18] and the above mentioned HPDs manufac-

tured by Hamamatsu. In part a) of Fig. 3 we plot pulse-height spectra obtained with the Burle

8850 PMT for coherent light at 523 nm emitted as the SH output by a mode-locked Nd:YLF laser

amplified at 500 Hz [17]. The four displayed spectra correspond to measurements with intensities

scaled by factors 1 to 2.15 to 4.3 to 10.4 on going from K=1 to K=4. Though the peak resolution

is worse that that obtained with the TES of NIST, by fitting the peaks with suitable analytical line-

shapes and integrating each peak-fitting function, we could arrive at the Pm distributions for the
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probability density of detecting m photons in the light pulses that are shown as full black symbols

in part b) of Fig. 3. The inset in this figure illustrates the fitting of the the experimental pulse-height

spectrum with K=3 in a). The empty grey symbols in the main panel of Fig. 3b) are the P th
m values

of the poissonian distributions with the corresponding 〈m〉-values equal to the experimental ones.

a)

b)

K
1
2
3
4

FIG. 3: a) Spectra of the Burle 8850 PMT anodic-pulse charge for detection of coherent light with changing

intensity (see K index and text); b) Detection probabilities as calculated from the integrals of the peak-fitting

functions (black) and calculated poissonian distributions (grey) with the corresponding mean values. The

best peak-fitting functions and their sum are superimposed as full lines to the experimental pulse-height

spectrum for K=3 in the inset.

In a further comparative work [18] we measured the same coherent light, namely SH ps pulses

from the same Nd:YLF laser as above, with the Burle 8850 PMT and with an Hamamatsu HPD
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model H8236-40. The two pulse-height spectra that are plotted in the left- and right-hand panels,

respectively, in Fig. 4 were obtained for the same light-pulse intensity by integrating the two
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FIG. 4: a) Pulse-height spectra with the same accumulated counts obtained with Burle 8850 PMT and

Hamamatsu H8236-40 HPD detecting the same coherent light. The abscissa is the voltage output v of the

analog-to-digital converter.

signals over temporal gates matching the output current pulses (from zero to zero) of the two

detectors. The spectra in Fig. 4 are for equal accumulated counts and the abscissa is the voltage

output of the analog-to-digital converter, which is the same in the two measurements. The greater

number of peaks displayed by the spectrum obtained with the HPD testifies the higher ηq-value of

this detector as compared to the PMT at 523-nm wavelength. The higher resolution of the peaks

corresponding to equal m-values shows that the photoelectron multiplication mechanism of the

HPD ensures narrower gain line than that produced by the multi-dynode structure of the PMT.

However, both detectors feature linear responses over ranges that extend much above those in

which the spectra are more or less structured into peaks, as shown in previous works of ours (see

Fig. 5 of reference [17], which refers to the measurements in Fig. 3, and Fig. 5 of reference [18]).

In the next Section we demonstrate that this property can be exploited for determining detected-

photon numbers up to the maximum m-value that ensures linear response for any detector just

capable of resolving the m = 0 peak.
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IV. COUNTING DETECTED-PHOTONS WITH NON-PHOTON-NUMBER-RESOLVING DE-

TECTORS

The theory outlined here is fully described in reference [19] and it was applied to classical

fields with different photon-number statistics in a number of works [18, 20–22]. In the following,

whichever is the architecture of the system converting the number of detected photons m into

the independent variable x in the histograms representing the pulse-height spectra, we call γ the

m-to-x conversion factor. The probability density of γ, whose distribution is denoted as pγ , with

mean value γ̄ and variance σ2, then represents the line shape P
(1)
x of the peak corresponding to

m=1 in the pulse-height spectrum, also called SER (single-electron response) for short. Note that

the detection of m = k photons within the linearity range would give a line-shape P
(k)
x equal to

the k-times convolution of pγ: P
(k)
x = (pγ ∗ pγ ∗ . . . ∗ pγ). This amounts to say that the x(k) value

recorded is given by x(k) =
∑k

i=1 γi, where all γi are distributed according to pγ .

As anticipated in Section III, our aim is to show that, even under a very mild hypothesis on the

narrowness of pγ , it is possible to recover Pm for an arbitrary Pn starting from the only experi-

mental data available, which are the x values recorded for an ensemble of repeated measurements.

We cast the experimental x values of this ensemble into a histogram normalized to its integral

that we assume as the distribution Px of the probability density of obtaining x upon measuring a

given light. The zero of the x scale of the measured Px is set to be equal to the mean value of the

distribution recorded in a separate experiment performed in the absence of light.

In an experimental Px distribution, the peak corresponding to the detection of m = k photons

is resolved from those corresponding to m = k± 1 if the k-times convolution of pγ has a standard

deviation definitely smaller than γ̄. If this is not the case, there is not any suitable fitting of Px that

allows recovering Pm. However, be the peaks resolved or not, as the events of having different m
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values are mutually exclusive, Px can always be written as

Px = Pm=0p
(0)
γ + Pm=1pγ + Pm=2(pγ ∗ pγ) + . . . + Pm=k(pγ ∗ pγ ∗ . . . ∗ pγ)k , (2)

where p
(0)
γ denotes the probability density of the x values in the absence of light, whose mean is

zero by definition (see above). Note that in Eq. (2) we allow p
(0)
γ to be different from pγ ≡ P

(1)
x to

account for the fact that in photoemissive detectors the anodic charge distribution for dark counts

is different from that of the single electron response SER.

To achieve the objective of reconstructing Pm from Px we consider the central moments

µr(x) = 〈(x−〈x〉)r〉 of the experimental Px and relate them to the µr(m) = 〈(m−〈m〉)r〉 central

moments corresponding of the unknown Pm probability density [19]. The fact that x(k) =
∑k

i=1 γi

allows using the following property of the cumulants [5]

κ(
∑k

i=1 γi)
r =

k∑
i=1

κ(γi)
r (3)

and demonstrating that [19]

µr(x)

〈x〉 = γ̄r−1µr(m)

〈m〉 , (4)

under the hypothesis

σ2/γ̄2 → 0. (5)

We first observe that the condition in Eq. (5) is less stringent than that (σ/γ̄ → 0) ensuring that, in

Px, the peak for m = 1 be resolved from that for m = 0. Moreover, re-writing Eq. (4) in the form

µr(x/γ̄)

〈x〉 =
µr(m)

γ̄〈m〉 , (6)

makes it evident that, since γ̄〈m〉 = 〈x〉, the distributions Pm and Px/γ̄ are identical. In conclusion

dividing the experimental x-values by γ̄ and recasting the results into an histogram with unitary

bins yield Pm.
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When the relation in Eq. (5) holds, γ̄ can be experimentally determined without calibrating

either the (internal) gain of the detector or the amplification/conversion factor of the electronics

that processes the detector output to produce the final x variable [18, 19]. In fact, starting from

properties of the bernoullian convolution in Eq. (1), a self-consistent procedure was devised that

utilizes only measurements performed on the light whose statistics is being studied. This procedure

is based on the following relation [18]:

µ2(x)

〈x〉 =
Q

〈n〉〈x〉+ γ̄ , (7)

in which Q = [µ2(n)−〈n〉]/〈n〉 is the Mandel parameter of the light entering the experimental ap-

paratus, whose overall photon-detection efficiency is η (see its definition given after Eq. (1)). Thus

Q/〈n〉 is independent of η and its value is either positive or negative according to the value (super-

or sub-poissonian, respectively) of the variance of the light statistical distribution. On the other

hand, in the left-hand member of Eq. (7)), which represents the Fano factor (Fx ≡ µ2(x)/〈x〉) of

the experimental output values, the quantity 〈x〉 depends on η. Noting that η can be set at any value

between ηq and zero by inserting filters into the light delivery optics, by repeated measurements

of the same light at different η, we can verify the linear dependence on 〈x〉 in Eq. (7). The ex-

perimental Fx-data plotted as a function of 〈x〉 should align along a straight line, whose intercept

gives γ̄ to be used for re-binning the x and reconstructing Pm. Experimental applications to some

non-trivial classical states, giving slopes Q/〈n〉 ≥ 0 (see Eq. (7)), are described in references

[18, 20–22].
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V. EXPERIMENTAL RECONSTRUCTIONS OF DETECTED PHOTON NUMBER DISTRIBU-

TIONS

Our first-choice detectors for reconstructing Pm distributions are HPDs not only for their better

performances as compared to PMTs, as mentioned in Section III, but also for the ease of mini-

mizing the ratio σ/γ̄ that we perform by adjusting the voltage of the a reverse biased avalanche

diode, where the photoelectrons are multiplied. By using the Hamamatsu HPD model H8236-40

to measure coherent light at 523 nm from the same laser used for the measurements reported in

Fig. 4 running at 5 kHz rep rate we recorded the spectra displayed in Fig. 5a) at changing η-values

(see the different neutral density values (ND) of the filters inserted in front of the HPD). In the

figure we have plotted, in green, also a spectrum that is not resolved into peaks owing to the too

high intensity of the light reaching the HPD. However in Fig. 5b) we show that the range of linear

response extends much further. For the measurements in Fig. 5a) and similar ones performed with

a series of ND values, we calculated the Fx values that are plotted as a function of 〈x〉 in panel c) of

Fig. 5. They are well fitted with a horizontal line, in agreement with the fact that as Q is expected

to vanish in the case of coherent light, which provides the value γ̄ ∼= 0.358. The histograms, with

unitary bins, of the x/γ̄ data are shown as bars in panel d) of the same figure. Throughout panels

a), b) and d) of Fig. 5 each color refers to a specific data set. According to the theoretical results

presented in Section IV, these histograms recover the detected-photon number distributions Pm.

We thus called them P exp
m and displayed them together with calculated poissonian distributions P th

m

having 〈m〉 = 〈x〉/γ̄. In Fig. 5d) the latter ones are plotted as symbols and seem to fit very well

the recovered P exp
m distributions, according to the values of the fidelity values f =

∑
m

√
PmPm,th

reported in the figure [18]. It is worth noting that we obtain satisfactory Pm reconstructions also

for 〈m〉-values much beyond the range in which the detector yields Px distributions exhibiting
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(b) (c)

FIG. 5: a) Experimental Px distributions obtained by using the Hamamatsu H8236-40 HPD detecting co-

herent light with different η-values obtained by inserting filters with the indicated neutral-density values ; b)

〈x〉 as a function of the ND-filter transmittance T and fitting straight line showing the HPD linear response;

c) Fano factor Fx as a function of 〈x〉 and fitting straight line giving the value of γ̄; d) reconstructed P exp
m

distributions (bars) obtained from the Px data in a) by using the γ̄-value in c) and calculated poissonian P th
m

distributions with the corresponding 〈m〉-values of the experimental distributions (symbols). The values of

fidelity f are also reported.

resolved peaks. In fact, while the green Px plot in Fig. 5a), already lacking any peak structure,

corresponds to 〈m〉 < 2, the reconstructed Pm plotted in dark-yellow in Fig. 5d) has 〈m〉 = 4.06.

Clearly the narrowness of the SER peak, that is pγ , which can be appreciated in the blue and
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black spectra plotted in Fig. 5a), ensures that our apparatus fulfills the condition in Eq. (5). With

the same apparatus we reconstructed Pm distributions in meso/macroscopic regimes of detected-

photon numbers for both single- and multi-mode thermal fields [18], for the same coherent and

thermal fields displaced by a coherent field, as well as for a phase-averaged displaced coherent

field, that is a field obtained as the superimposition of a coherent state and a phase-averaged state

with different mean numbers of photons at the same frequency [21]. The Pm reconstruction is so

accurate that reliable Wigner-function reconstructions could be obtained from the P exp
m determined

by the above method [20–22]. Note that in the case of the phase-averaged displaced coherent field,

which is obviously phase dependent, the method demonstrated to be also so flexible to allow us

measuring the phase value at which each P exp
m distribution was measured ”a posteriori”, that is not

controlling the relative phase of the superimposed fields [22].

FIG. 6: a) Experimental Px distributions obtained by using the Hamamatsu H5773P PMT anodic-pulse

charge detecting coherent light with different η-values; b) Fano factor Fx as a function of 〈x〉 and fitting

straight line giving the value of γ̄, also used to calculate the 〈m〉-values reported in a).

Recently we demonstrated that, beside the requirement of linearity, it is sufficient that the de-

tector exhibits a zero detected-photon response slightly resolved from that of a single detected

photon for the fulfillment of the condition in Eq. (5). We could successfully reconstruct statisti-

cal distributions by our procedure [23]. We performed experiments with a PMT, a Hamamatsu
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model H5773P, that has no photon-number resolving power, being just suitable for single-photon

counting [24]. Unfortunately this PMT saturates for m values of few units. However, we used

it to measure the same light as in the experiments of Fig. 5 and adopted the electronics detailed

elsewhere [23] to obtain the results presented in Fig. 6a) that were used for the determination of

γ̄ through the Fv-values in Fig. 6b). The reconstructed P exp
m and calculated poissonian P th

m dis-

tributions are shown in Fig. 7, in which the f values are also reported. These results show that

PMTs less sophisticated than expected can be used to reconstruct the statistics of detected photon-

numbers provided they operate within their linear-response range in every measurement of the

statistical sample.

FIG. 7: Bars: reconstructed P exp
m distributions from the Px data in Fig. 6a) by using the γ̄-value obtained

from Fig. 6b). Symbols: calculated poissonian P th
m distributions with the corresponding 〈m〉-values of the

experimental distributions that are reported together with the values of the fidelity f .
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Works are in progress at our laboratories to show that SiPMs also allow successful applications

of our method.

VI. PERSPECTIVES AND CONCLUSIONS

We think that the results described in this paper will broaden the choice of detectors suitable for

measuring photon statistics. The essential requirement for the detector, beside that of the linearity

of the response, is the smallness of the ratio σ2/γ̄2, which can be ascertained without measuring

the line shape of pγ .

The fact that our method applies to measurements in the macroscopic realm may turn out to be

relevant in all cases in which one cannot attenuate the light to bring the photon detection rate down

to the regime where photon-counters operate. As examples we mention fields produced by events

either rare or unstable and, more importantly, all nonclassical fields, where our method risks being

the only one applicable to macroscopic fields. We are in such a condition also when a pulsed field,

either classical or not, is to be characterized, whose duration is shorter than the temporal response

of the detector. In this case the number of photons to be detected in each sample of the statistical

measurement cannot be diminished by shortening the measure time and the well developed S-P

techniques that are the parents of the techniques we discussed in Section II become not suitable.

It is worth noting that, also in the case of a non-classical field, under the hypotheses of both lin-

earity and σ2/γ̄2 → 0 there is no reason for the failure of our self-consistent method to determine

γ̄. In fact, the slope coefficient Q/〈n〉 in Eq. (7) is not affected by the fact that we must introduce

attenuations in the optics delivering the light to the detector to change the η-value and to arrive at a

plot of Fx versus 〈x〉. Moreover the non-classicality does not limit the accuracy by which the Fano

factor Fx ≡ µ2(x)/〈x〉 is approximated by the expression in the right-hand member in Eq. (7) as

17



theoretically demonstrated in reference [19].
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Quantum electrodynamics in absorbing nonlinear media

J. A. Crosse∗ and Stefan Scheel
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We describe the derivation of effective Hamiltonians in for the nonlinear process of parametric
down conversion in absorbing media on the basis of the Green function method for the quantization of
the electromagnetic field. We study the nonlinear interaction of the medium-assisted electromagnetic
field with a single atom. Heisenberg’s equations of motion are solved to second order in perturbation
theory in the rotating-wave approximation. The atom is then placed inside a bulk medium and the
real cavity model is used to correct for local field effects of the surrounding matter. The resulting
Hamiltonian is found to be trilinear in the electric and noise polarization fields and reduces to the
phenomenological nonlinear Hamiltonian for the cases where absorption vanishes.

PACS numbers: 42.50.Nn, 42.65.-k, 03.65.-w

I. INTRODUCTION

Over recent years, nonlinear optical processes have
been the subject of great interest and in the last decade,
applications of these process have become ubiquitous
across the fields of both theoretical and experimental
quantum optics. Uses of such processes range from opti-
cal communications at one extreme to fundamental tests
of quantum theory at the other. The second order pro-
cess of parametric down conversion is of particular inter-
est because the strongly correlated (entangled) photon
pairs produced provide the bases for many quantum in-
formation and quantum cryptographic protocols.

All causal response functions such as linear and non-
linear susceptibilities have to obey the the Kramers–
Kronig relations. They relate the real and imaginary
parts of the dielectric susceptibility and hence require a
non-vanishing imaginary part of the response function.
This imaginary part describes absorption or other loss
processes. Hence, absorption is an unavoidable prop-
erty of dielectric materials and will affect many of these,
widely used, nonlinear processes. An example of where
nonlinear absorption can play a limiting role is in the
generation of entangled photon pairs. Absorption is an
important decoherence process and hence a full under-
standing of nonlinear absorption is critical when consid-
ering the degradation of quantum entanglement and the
robustness of quantum information protocols.

II. MACROSCOPIC QED IN LINEAR MEDIA

The framework which is used to describe quantum elec-
trodynamics in absorbing media is macroscopic quantum
electrodynamics (QED) [1, 2]. In this theory, absorption
is accounted for by the addition of a Langevin noise term

∗Electronic address: jac00@imperial.ac.uk

to the polarization field,

P(r, ω) → P(r, ω) + PN(r, ω). (1)

This noise polarization field is required in order that the
linear fluctuation-dissipation theorem to be obeyed and
hence it is of critical importance to the consistency of the
theory of medium-assisted electromagnetic fields. Upon
constructing the equations of motion from the dynamical
Maxwell equations one finds that the noise polarization
field appears as a driving term for the electric field

∇×∇×E(r, ω)−ω2

c2
ε(r, ω)E(r, ω) = ω2µ0PN(r, ω). (2)

Equation (2) can be formally solved using the Green’s
function for the Helmholtz operator,

E(r, ω) =
ω2

c2ε0

∫
d3sG(r, s, ω) ·PN(s, ω), (3)

where G(r, s, ω) obeys

∇×∇×G(r, s, ω)− ω2

c2
ε(r, ω)G(r, s, ω) = δ(r−s). (4)

Quantization is performed by relating the noise polariza-
tion field to a set of bosonic operators as

P̂N(r, ω) = i

√
~ε0

π
ε′′(r, ω) f̂(r, ω) (5)

and imposing their commutation relations as[
f̂(r, ω), f̂†(s, ω′)

]
= δ(r− s)δ(ω − ω′). (6)

These bosonic operators f̂(s, ω) and f̂†(s, ω) describe col-
lective excitations of the electromagnetic field and the
absorbing dielectric material and can be viewed as the
generalization of the free space photonic mode opera-
tors to arbitrary media. The electric field mode operator
takes the form

Ê(r, ω) = i

√
~ε0

π

ω2

c2ε0

∫
d3s

√
ε′′(s, ω)G(r, s, ω) · f̂(s, ω),

(7)
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with the total field operator reading

Ê(r) =
∫ ∞

0

dω Ê(r, ω) + h.c.. (8)

The Hamiltonian that generates the time-dependent
Maxwell equations is

ĤF =
∫

d3r

∫ ∞

0

dω ~ω f̂†(r, ω) · f̂(r, ω). (9)

III. NONLINEAR ATOM-FIELD INTERACTION

The above prescription has been used to describe a
wide range of linear optical processes. Here we extend
this framework to nonlinear processes by considering the
nonlinear interaction of the field with an isolated atom.
In the next two sections we will outline this procedure.
Further details of this method can be found in [3].

The interaction of photons with an isolated atom in the
dipole approximation will be described by the multipolar
coupling Hamiltonian. In component form this reads

Ĥ =
∫

d3r

∫ ∞

0

dω ~ω f̂†λ(r, ω)f̂λ(r, ω)

+
∑

i

~ωiσ̂ii − d̂λÊλ(rA). (10)

Here, σii are the projectors on to the ith eigenstate of the
atomic Hamiltonian with energy ~ωi and d̂λ is the dipole
moment operator associated with the atom. Using the
Hamiltonian (10), Heisenberg’s equations of motion for
both the atom and field variables can be found as

˙̂
f†λ(r, ω) = iωf̂†λ(r, ω)− i

∑
ij

gλ,ij(rA, r, ω)σ̂ij , (11)

˙̂σij = iωij σ̂ij − i
∑

k

∫
d3s

∫
dω

[
g∗λ,jk(rA, s, ω)σ̂ik

−g∗λ,ki(rA, s, ω)σ̂kj

]
f̂†λ(s, ω) + h.c. (12)

where ωij = ωi−ωj are the atomic transition frequencies
and the coupling constants gλ,ij(r, s, ω) are defined by

gλ,ij(r, s, ω) =
i√

~ε0π

ω2

c2

√
ε′′(s, ω) dµ,ijGµλ(r, s, ω).

(13)
Despite being a complete description of the light-

matter system, Eqs. (11) and (12) provide a complicated
description of the interaction and, in this form, obscure
the nonlinear nature of the system. From these coupled
equations of motion, we would like to find an effective
equation of motion that contains only field variables, and
explicitly shows the nonlinear nature of the interaction.
The procedure for this is to solve the equation of motion
for the atom and substitute the solution into the equation
of motion for the field. Equation (12) can be solved as

an infinite expansion in terms of products of field opera-
tors. Each of these terms then corresponds to a specific
nonlinear optical process.

As an example we will look at the nonlinear process
of parametric down conversion, where a pump photon
of frequency ω′′ is converted into a signal and an idler
photon such that ω′′ = ω + ω′. Since this process is
quadratic in the electric field we will keep terms up to
second order in the solution to (12). Substituting this
solution into Eq. (11), assuming that the pump photon
is off-resonant with any atomic transitions and applying
the rotating wave approximation, one finds an effective
equation of motion for the dynamical field variables of
the form

˙̂
f†ν (r, ω′′) = iω′′f̂†ν (r, ω′′)− i

∫
d3s

∫
d3s′

∫
dω

∫
dω′

× K̂λµν(rA; s, s′, r;ω, ω′, ω′′)f̂†λ(s, ω)f̂†µ(s′, ω′),
(14)

where K̂λµν(rA; s, s′, r;ω, ω′, ω′′) is a nonlinear coupling
tensor operator and has the form

K̂λµν(rA; s, s′, r;ω, ω′, ω′′) =
∑
ijk

σ̂ii

×
{

g∗λ,kj(rA, s, ω)g∗µ,ik(rA, s′, ω′)gν,ij(rA, r, ω′′)
(ω′ − ωik)(ω + ω′ − ωij)

−
g∗λ,ij(rA, s, ω)g∗µ,ki(rA, s′, ω′)gν,kj(rA, r, ω′′)

(ω′ − ωki)(ω + ω′ − ωkj)

−
g∗λ,ki(rA, s, ω)g∗µ,ij(rA, s′, ω′)gν,kj(rA, r, ω′′)

(ω′ − ωij)(ω + ω′ − ωkj)

+
g∗λ,jk(rA, s, ω)g∗µ,ki(rA, s′, ω′)gν,ji(rA, r, ω′′)

(ω′ − ωki)(ω + ω′ − ωji)

}
. (15)

Given this equation of motion, one can view the effec-
tive dynamics of the field to be generated by an effective
Hamiltonian

Ĥeff
int = −~

∫
d3r

∫
d3s

∫
d3s′

∫
dω

∫
dω′

∫
dω′′

× K̂λµν(rA; s, s′, r;ω, ω′, ω′′)f̂†λ(s, ω)f̂†µ(s′, ω′)f̂ν(r, ω′′)

+ h.c. . (16)

By expanding the nonlinear coupling constant using
Eqs. (13) and (15), and then applying Eq. (7), one can
rewrite the effective Hamiltonian (16) in terms of electric
fields

Ĥeff
int = ε0

∫
dω

∫
dω′

∫
dω′′χ

(2)
αβγ(ω, ω′)

× Ê†
α(rA, ω)Ê†

β(rA, ω′)Êγ(rA, ω′′) + h.c. . (17)
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Here χ
(2)
αβγ(ω, ω′) is given by

χ
(2)
αβγ(ω, ω′) =

1
(i~)2ε0

∑
ijk

ρ
(0)
ii

×
[

dα,jkdβ,kidγ,ij

(ω′ − ωik)(ω + ω′ − ωij)
− dα,ikdβ,jidγ,kj

(ω′ − ωij)(ω + ω′ − ωkj)

− dα,jidβ,ikdγ,kj

(ω′ − ωki)(ω + ω′ − ωkj)
+

dα,kjdβ,ikdγ,ji

(ω′ − ωki)(ω + ω′ − ωji)

]
,

(18)

which is the usual quadratic nonlinear susceptibility that
can be derived from standard perturbation theory [4].

IV. LOCAL FIELD CORRECTIONS

So far, we have considered the nonlinear interaction of
an isolated atom in free space (possibly near a dielectric
body) where the applied field interacts directly with the
atom. In the case where the interacting atom is part of
the dielectric body itself, the local electric field at the
position the atom, Êloc

α (rA), differs from the applied ex-
ternal field Êα(rA) such that we can write

Êloc
α (rA) = L[ε(ω)]Êα(rA). (19)

The local field correction method involves calculating the
prefactor L[ε(ω)] so that the local interaction can be re-
lated to the applied fields. There are a number of ways
of performing these local field corrections. Here we shall
use the real-cavity model [5, 6], in which the interacting
atom is placed inside an empty spherical cavity of radius
Rc, which itself is embedded in the host medium.

The local field correction then consists of replacing the
(bulk) Green function found in the expansion of the elec-
tric field with that of the spherical cavity. We assume
a coarse-grained model such that there is only one field
point inside the cavity, at the location of the atom. Thus
the cavity Green function reduces to the contribution
from waves transmitted and reflected at the surface of
the cavity,

GFree
αβ (rA, r, ω) → GCavity

αβ (rA, r, ω)

= Tαβ(rA, r, ω) + Rαβ(rA, r, ω), (20)

Substituting the cavity Green function into the definition
of the electric field and taking the cavity radius to zero,

Rc → 0, yields an effective Hamiltonian of the form

Ĥeff
int = ε0

∫
dω

∫
dω′

∫
dω′′χ̃

(2)
αβγ(ω, ω′)

×
[
Ê†

α(rA, ω) + L[ε∗(ω)]P̂ †
N,α(rA, ω)

]
×

[
Ê†

β(rA, ω′) + L[ε∗(ω′)]P̂ †
N,β(rA, ω′)

]
×

[
Êγ(rA, ω′′) + L[ε(ω′′)]P̂N,γ(rA, ω′′)

]
+ h.c.

(21)
where

L[ε(ω)] =
2

9ε0

ε(ω)− 1
ε(ω)

(22)

is the local correction factor for the noise polarization
field and χ̃

(2)
αβγ(ω, ω′) is the local field corrected second

order susceptibility.

V. SUMMARY

Starting with the total Hamiltonian for the electromag-
netic field interacting with an isolated atom (10), we de-
rived Heisenberg’s equations of motion for the dynamical
variables of both the atom and the field. By integrating
out the atomic degrees of freedom and then focusing on
one particular term in the nonlinear expansion of the field
variables, we have found an effective equation of motion
for one specific optical process. One can then write down
an effective Hamiltonian which generates this equation of
motion.

After performing local-field corrections to the single
atom Hamiltonian (17), which corrects the interaction
for the presence of a surrounding bulk material, we find
that the Hamiltonian can be expressed in terms of tri-
linear products of electric and linear noise polarization
fields. Each of these terms corresponds to a nonlinear
interaction of the applied field and/or noise polarization
field. In the limit of vanishing absorption, where the noise
polarization field disappears, one recovers the standard
second order effective interaction Hamiltonian as used in
classical nonlinear optics. In the generic situation when
absorption cannot be disregarded, the effective Hamilto-
nian (21) will be the starting point for subsequent inves-
tigations into the role of absorption on the generation of
down-converted photons and their propagation through
nonlinear media.
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We present a realization of a quantum field theory, envisaged many years ago by Gelfand, Tsetlin,
Sokolik and Bilenky. Considering the special case of the (1/2, 0)⊕ (0, 1/2) field and developing the
Majorana construct for neutrino we show that a fermion and its antifermion can have the same
properties with respect to the intrinsic parity (P ) operation. The transformation laws for C and
T operations have also been given. The construct can be applied to explanation of the present
situation in neutrino physics. The case of the (1, 0)⊕ (0, 1) field is also considered.
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During the 20th century various authors introduced self/anti-self charge-conjugate 4-spinors (in-
cluding in the momentum representation), see [Majorana, Bilenky, Ziino, Ahluwalia]. Later,
Lounesto, Dvoeglazov, Kirchbach etc studied these spinors, they found dynamical equations, gauge
transformations and other specific features of them. Recently, in [Kirchbach] it was claimed that
“for imaginary C parities, the neutrino mass can drop out from the single β decay trace and reap-
pear in 0νββ,... in principle experimentally testable signature for a non-trivial impact of Majorana
framework in experiments with polarized sources” (see also Summary of the cited paper). Thus,
phase factors can have physical significance in quantum mechanics. So, the aim of my talk is to
remind what several researchers presented in the 90s concerning with the neutrino description.

The definitions are:

C = eiθc


0 0 0 −i
0 0 i 0
0 i 0 0
−i 0 0 0

K = −eiθcγ2K (1)

is the anti-linear operator of charge conjugation. We define the self/anti-self charge-conjugate 4-
spinors in the momentum space[1]

CλS,A(pµ) = ±λS,A(pµ) , (2)

CρS,A(pµ) = ±ρS,A(pµ) , (3)

where

λS,A(pµ) =
(±iΘφ∗L(pµ)

φL(pµ)

)
(4)

and

ρS,A(pµ) =
(

φR(pµ)
∓iΘφ∗R(pµ)

)
. (5)

The Wigner matrix is

Θ[1/2] = −iσ2 =
(

0 −1
1 0

)
, (6)

and φL, φR are the Ryder (Weyl) left- and right-handed 2-spinors

φR(pµ) = ΛR(p← 0)φR(0) = exp(+σ · ϕ/2)φR(0) , (7)

φL(pµ) = ΛLp← 0)φL(0) = exp(−σ · ϕ/2)φL(0) , (8)

with ϕ = nϕ being the boost parameters:

coshϕ = γ =
1√

1− v2/c2
, sinhϕ = βγ =

v/c√
1− v2/c2

, tanhϕ = v/c . (9)

As we have shown the 4-spinors λ and ρ are NOT the eigenspinors of helicity. Moreover, λ and ρ

are NOT the eigenspinors of the parity P =
(

0 1
1 0

)
R, as opposed to the Dirac case.

Such definitions of 4-spinors differ, of course, from the original Majorana definition in x-
representation:

ν(x) =
1√
2

(ΨD(x) + Ψc
D(x)) , (10)
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ν(x) =
∫ d3p

(2π)32Ep

∑
σ

[uσ(p)aσ(p)e−ip·x + vσ(p)[λa†σ(p)]e+ip·x] , (11)

aσ(p) =
1√
2

(bσ(p) + d†σ(p)) , (12)

Cν(x) = ν(x) that represents the positive real C− parity field operator. However, the momentum-
space Majorana-like spinors open various possibilities for description of neutral particles (with ex-
perimental consequences, see [Kirchbach]).

The 4-spinors of the second kind λS,A
↑↓ (pµ) and ρS,A

↑↓ (pµ) are [Dvoeglazov2]:

λS
↑ (pµ) =

1

2
√

E + m


ipl

i(p− + m)
p− + m
−pr

 , λS
↓ (pµ) =

1

2
√

E + m


−i(p+ + m)
−ipr

−pl

(p+ + m)

 , (13)

λA
↑ (pµ) =

1

2
√

E + m


−ipl

−i(p− + m)
(p− + m)
−pr

 , λA
↓ (pµ) =

1

2
√

E + m


i(p+ + m)

ipr

−pl

(p+ + m)

 , (14)

ρS
↑ (pµ) =

1

2
√

E + m


p+ + m

pr

ipl

−i(p+ + m)

 , ρS
↓ (pµ) =

1

2
√

E + m


pl

(p− + m)
i(p− + m)
−ipr

 , (15)

ρA
↑ (pµ) =

1

2
√

E + m


p+ + m

pr

−ipl

i(p+ + m)

 , ρA
↓ (pµ) =

1

2
√

E + m


pl

(p− + m)
−i(p− + m)

ipr

 . (16)

with pr = px + ipy, pl = px− ipy, p± = p0± pz. The indices ↑↓ should be referred to either the chiral

helicity quantum number introduced in the 60s, η = −γ5h or to the Ŝ3 operator quantum numbers.
While

Puσ(p) = +uσ(p) , Pvσ(p) = −vσ(p) , (17)

we have

PλS,A(p) = ρA,S(p) , PρS,A(p) = λA,S(p) , (18)

for the Majorana-like momentum-space 4-spinors on the first quantization level. In this basis one
has

ρS
↑ (pµ) = −iλA

↓ (pµ) , ρS
↓ (pµ) = +iλA

↑ (pµ) , (19)

ρA
↑ (pµ) = +iλS

↓ (pµ) , ρA
↓ (pµ) = −iλS

↑ (pµ) . (20)

The normalization of the spinors λS,A
↑↓ (pµ) and ρS,A

↑↓ (pµ) are the following ones:

λ
S

↑ (pµ)λS
↓ (pµ) = −im , λ

S

↓ (pµ)λS
↑ (pµ) = +im , (21)

λ
A

↑ (pµ)λA
↓ (pµ) = +im , λ

A

↓ (pµ)λA
↑ (pµ) = −im , (22)

ρS
↑ (pµ)ρS

↓ (pµ) = +im , ρS
↓ (pµ)ρS

↑ (pµ) = −im , (23)

ρA
↑ (pµ)ρA

↓ (pµ) = −im , ρA
↓ (pµ)ρA

↑ (pµ) = +im . (24)
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All other conditions are equal to zero.
First of all, one must derive dynamical equations for the Majorana-like spinors in order to see what

dynamics do the neutral particles have. One can use the generalized form of the Ryder relation for
zero-momentum spinors: [

φh
L
(0)

]∗
= (−1)1/2−h e−i(ϑL

1 +ϑL
2 ) Θ[1/2] φ

−h
L

(0) , (25)

Relations for zero-momentum right spinors are obtained with the substitution L ↔ R. h is the
helicity quantum number for the left- and right 2-spinors. Hence, implying that λS(pµ) (and ρA(pµ))
answer for positive-frequency solutions; λA(pµ) (and ρS(pµ)), for negative-frequency solutions, one
can obtain the dynamical coordinate-space equations [Dvoeglazov1]

iγµ∂µλ
S(x)−mρA(x) = 0 , (26)

iγµ∂µρ
A(x)−mλS(x) = 0 , (27)

iγµ∂µλ
A(x) + mρS(x) = 0 , (28)

iγµ∂µρ
S(x) + mλA(x) = 0 . (29)

These are NOT the Dirac equations.
They can be written in the 8-component form as follows:

[iΓµ∂µ −m] Ψ
(+)

(x) = 0 , (30)

[iΓµ∂µ + m] Ψ
(−)

(x) = 0 , (31)

with

Ψ(+)(x) =
(

ρA(x)
λS(x)

)
, Ψ(−)(x) =

(
ρS(x)
λA(x)

)
, and Γµ =

(
0 γµ

γµ 0

)
(32)

One can also re-write the equations into the two-component form. Similar formulations have been
presented by M. Markov [Markov] long ago, and A. Barut and G. Ziino [Ziino]. The group-theoretical
basis for such doubling has been first given in the papers by Gelfand, Tsetlin and Sokolik [Gelfand]
and other authors.

Hence, the Lagrangian is

L =
i

2

[
λ̄Sγµ∂µλ

S − (∂µλ̄
S)γµλS+

ρ̄Aγµ∂µρ
A − (∂µρ̄

A)γµρA+

λ̄Aγµ∂µλ
A − (∂µλ̄

A)γµλA+

ρ̄Sγµ∂µρ
S − (∂µρ̄

S)γµρS−
−m(λ̄SρA + ρ̄AλS − λ̄AρS − ρ̄SλA)

]
. (33)

The connection with the Dirac spinors has been found. For instance [Ahluwalia, Dvoeglazov1],
λS
↑ (pµ)

λS
↓ (pµ)

λA
↑ (pµ)

λA
↓ (pµ)

 =
1

2


1 i −1 i
−i 1 −i −1
1 −i −1 −i
i 1 i −1




u+1/2(p
µ)

u−1/2(p
µ)

v+1/2(p
µ)

v−1/2(p
µ)

 . (34)

See also ref. [Gelfand, Ziino].
The sets of λ spinors and of ρ spinors are claimed to be bi-orthonormal sets each in the mathe-

matical sense, provided that overall phase factors of 2-spinors θ1 + θ2 = 0 or π. For instance, on
the classical level λ̄S

↑λ
S
↓ = 2iN2 cos(θ1 + θ2). Corresponding commutation relations for this type of

states have also been earlier proposed.
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• The Lagrangian for λ and ρ-type j = 1/2 states was given.

• While in the massive case there are four λ-type spinors, two λS and two λA (the ρ spinors are
connected by certain relations with the λ spinors for any spin case), in a massless case λS

↑ and

λA
↑ identically vanish, provided that one takes into account that φ

±1/2
L are eigenspinors of σ · n̂.

• It was noted the possibility of the generalization of the concept of the Fock space, which leads
to the “doubling” Fock space [Gelfand, Ziino].

It was shown [Dvoeglazov1] that the covariant derivative (and, hence, the interaction) can be
introduced in this construct in the following way:

∂µ → ∇µ = ∂µ − ig L5Bµ , (35)

where  L5 = diag(γ5 − γ5), the 8× 8 matrix. With respect to the transformations

λ′(x)→ (cos α− iγ5 sin α)λ(x) , (36)

λ
′
(x)→ λ(x)(cos α− iγ5 sin α) , (37)

ρ′(x)→ (cos α + iγ5 sin α)ρ(x) , (38)

ρ ′(x)→ ρ(x)(cos α + iγ5 sin α) (39)

the spinors retain their properties to be self/anti-self charge conjugate spinors and the proposed
Lagrangian [Dvoeglazov1, p.1472] remains to be invariant. This tells us that while self/anti-self
charge conjugate states has zero eigenvalues of the ordinary (scalar) charge operator but they can
possess the axial charge (cf. with the discussion of [Ziino] and the old idea of R. E. Marshak and
others).

In fact, from this consideration one can recover the Feynman-Gell-Mann equation (and its charge-
conjugate equation). They are re-written in the two-component forms:

[
π−

µ πµ− −m2 − g
2
σµνFµν

]
χ(x) = 0 ,[

π+
µ πµ + −m2 + g

2
σ̃µνFµν

]
φ(x) = 0 ,

(40)

where one now has π±
µ = i∂µ ± gAµ, σ0i = −σ̃0i = iσi, σij = σ̃ij = εijkσ

k and ν
DL

(x) =
column(χ φ).

Next, because the transformations

λ′S(pµ) =
(

Ξ 0
0 Ξ

)
λS(pµ) ≡ λ∗A(pµ) , (41)

λ′′S(pµ) =
(

iΞ 0
0 −iΞ

)
λS(pµ) ≡ −iλ∗S(pµ) , (42)

λ′′′S (pµ) =
(

0 iΞ
iΞ 0

)
λS(pµ) ≡ iγ0λ∗A(pµ) , (43)

λIV
S (pµ) =

(
0 Ξ
−Ξ 0

)
λS(pµ) ≡ γ0λ∗S(pµ) (44)

with the 2× 2 matrix Ξ defined as (φ is the azimuthal angle related to p→ 0)

Ξ =
(

eiφ 0
0 e−iφ

)
, ΞΛR,L(0← pµ)Ξ−1 = Λ∗

R,L(0← pµ) , (45)
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and corresponding transformations for λA do not change the properties of bispinors to be in the
self/anti-self charge conjugate spaces, the Majorana-like field operator (b† ≡ a†) admits additional
phase (and, in general, normalization) SU(2) transformations:

νML ′(xµ) = [c0 + i(τ · c)] νML †(xµ) , (46)

where cα are arbitrary parameters. The τ matrices are defined over the field of 2 × 2 matrices
and the Hermitian conjugation operation is assumed to act on the c- numbers as the complex
conjugation. One can parametrize c0 = cos φ and c = n sin φ and, thus, define the SU(2) group of
phase transformations. One can select the Lagrangian which is composed from both field operators
(with λ spinors and ρ spinors) and which remains to be invariant with respect to this kind of
transformations. The conclusion is: a non-Abelian construct is permitted, which is based on the
spinors of the Lorentz group only (cf. with the old ideas of T. W. Kibble and R. Utiyama) . This
is not surprising because both SU(2) group and U(1) group are the sub-groups of the extended
Poincaré group (cf. [Ryder]).

The Dirac-like and Majorana-like field operators can be built from both λS,A(pµ) and ρS,A(pµ), or
their combinations. For instance,

Ψ(xµ) ≡
∫ d3p

(2π)3

1

2Ep

∑
η

[
λS

η (pµ) aη(p) exp(−ip · x)+

λA
η (pµ) b†η(p) exp(+ip · x)

]
. (47)

The anticommutation relations are the following ones (due to the bi-orthonormality):

[aη′(p
′µ), a†η(pµ)]± = (2π)32Epδ(p− p′)δη,−η′ (48)

and

[bη′(p
′µ), b†η(pµ)]± = (2π)32Epδ(p− p′)δη,−η′ (49)

Other (anti)commutators are equal to zero: ([aη′(p
′µ), b†η(pµ)] = 0).

In the Fock space the operations of the charge conjugation and space inversions can be defined
through unitary operators such that:

U c
[1/2]Ψ(xµ)(U c

[1/2])
−1 = C[1/2]Ψ

†
[1/2](x

µ), U s
[1/2]Ψ(xµ)(U s

[1/2])
−1 = γ0Ψ(x′

µ

), (50)

the time reversal operation, through an antiunitary operator[2][
V

T

[1/2]Ψ(xµ)(V
T

[1/2])
−1

]†
= S(T )Ψ†(x′′

µ

) , (51)

with x′
µ ≡ (x0,−x) and x′′

µ
= (−x0,x). We further assume the vacuum state to be assigned an

even P - and C-eigenvalue and, then, proceed as in ref. [Itsykson]. As a result we have the following
properties of creation (annihilation) operators in the Fock space:

U s
[1/2]a↑(p)(U s

[1/2])
−1 = −ia↓(−p) , (52)

U s
[1/2]a↓(p)(U s

[1/2])
−1 = +ia↑(−p) , (53)

U s
[1/2]b

†
↑(p)(U s

[1/2])
−1 = +ib†↓(−p) , (54)

U s
[1/2]b

†
↓(p)(U s

[1/2])
−1 = −ib↑(−p) , (55)
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what signifies that the states created by the operators a†(p) and b†(p) have very different properties
with respect to the space inversion operation, comparing with Dirac states (the case was also regarded
in [Ziino]):

U s
[1/2]|p, ↑>+= +i| − p, ↓>+, U s

[1/2]|p, ↑>−= +i| − p, ↓>− (56)

U s
[1/2]|p, ↓>+= −i| − p, ↑>+, U s

[1/2]|p, ↓>−= −i| − p, ↑>− (57)

For the charge conjugation operation in the Fock space we have two physically different possibilities.
The first one, e.g.,

U c
[1/2]a↑(p)(U c

[1/2])
−1 = +b↑(p), U c

[1/2]a↓(p)(U c
[1/2])

−1 = +b↓(p), (58)

U c
[1/2]b

†
↑(p)(U c

[1/2])
−1 = −a†↑(p), U c

[1/2]b
†
↓(p)(U c

[1/2])
−1 = −a†↓(p), (59)

in fact, has some similarities with the Dirac construct. The action of this operator on the physical
states are

U c
[1/2]|p, ↑>+ = + |p, ↑>− , U c

[1/2]|p, ↓>+= + |p, ↓>− , (60)

U c
[1/2]|p, ↑>− = − |p, ↑>+ , U c

[1/2]|p, ↓>−= − |p, ↓>+ . (61)

But, one can also construct the charge conjugation operator in the Fock space which acts, e.g., in
the following manner:

Ũ c
[1/2]a↑(p)(Ũ c

[1/2])
−1 = −b↓(p), Ũ c

[1/2]a↓(p)(Ũ c
[1/2])

−1 = −b↑(p), (62)

Ũ c
[1/2]b

†
↑(p)(Ũ c

[1/2])
−1 = +a†↓(p), Ũ c

[1/2]b
†
↓(p)(Ũ c

[1/2])
−1 = +a†↑(p), (63)

and, therefore,

Ũ c
[1/2]|p, ↑>+ = − |p, ↓>− , Ũ c

[1/2]|p, ↓>+= − |p, ↑>− , (64)

Ũ c
[1/2]|p, ↑>− = + |p, ↓>+ , Ũ c

[1/2]|p, ↓>−= + |p, ↑>+ . (65)

This is due to corresponding algebraic structures of self/anti-self charge-conjugate spinors.
Investigations of several important cases, which are different from the above ones, are required a

separate paper. Next, it is possible a situation when the operators of the space inversion and charge
conjugation commute each other in the Fock space. For instance,

U c
[1/2]U

s
[1/2]|p, ↑>+ = +iU c

[1/2]| − p, ↓>+= +i| − p, ↓>− , (66)

U s
[1/2]U

c
[1/2]|p, ↑>+ = +U s

[1/2]|p, ↑>−= +i| − p, ↓>− . (67)

The second choice of the charge conjugation operator answers for the case when the Ũ c
[1/2] and U s

[1/2]

operations anticommute:

Ũ c
[1/2]U

s
[1/2]|p, ↑>+ = +iŨ c

[1/2]| − p, ↓>+= −i | − p, ↑>− , (68)

U s
[1/2]Ũ

c
[1/2]|p, ↑>+ = −U s

[1/2]|p, ↓>−= +i | − p, ↑>− . (69)

Next, one can compose states which would have somewhat similar properties to those which we
have become accustomed. The states |p, ↑>+ ±i|p, ↓>+ answer for positive (negative) parity,
respectively. But, what is important, the antiparticle states (moving backward in time) have the
same properties with respect to the operation of space inversion as the corresponding particle states
(as opposed to j = 1/2 Dirac particles). The states which are eigenstates of the charge conjugation
operator in the Fock space are

U c
[1/2]

(
|p, ↑>+ ±i |p, ↑>−

)
= ∓i

(
|p, ↑>+ ±i |p, ↑>−

)
. (70)
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There is no any simultaneous sets of states which would be “eigenstates” of the operator of the space
inversion and of the charge conjugation U c

[1/2].
Finally, the time reversal anti-unitary operator in the Fock space should be defined in such a way

that the formalism to be compatible with the CPT theorem. If we wish the Dirac states to transform
as V (T )|p,±1/2 >= ± | − p,∓1/2 > we have to choose (within a phase factor), ref. [Itsykson]:

S(T ) =
(

Θ[1/2] 0
0 Θ[1/2]

)
. (71)

Thus, in the first relevant case we obtain for the Ψ(xµ) field, Eq. (47):

V
T

a†↑(p)(V
T

)−1 = a†↓(−p) , V
T

a†↓(p)(V
T

)−1 = −a†↑(−p) , (72)

V
T

b↑(p)(V
T

)−1 = b↓(−p) , V
T

b↓(p)(V
T

)−1 = −b↑(−p) . (73)

The analogs of the above equations in the (1, 0)⊕ (0, 1) representation space are:

C[1] = eiθc

(
0 Θ[1]

−Θ[1] 0

)
, Θ[1] =

 0 0 1
0 −1 0
1 0 0

 , (74)

P = eiθs

(
1 0
0 1

)
R = eiθsγ00R , (75)

Γ5 =
(

1 0
0 −1

)
. (76)

One can define the Γ5C self/anti-self charge conjugate 6-component objects.

Γ5C[1]λ(pµ) = ±λ(pµ) , (77)

Γ5C[1]ρ(pµ) = ±ρ(pµ) . (78)

The C[1] matrix is constructed from dynamical equations for charged spin-1 particles. No self/anti-
self charge-conjugate states are possible. They are also NOT the eigenstates of the parity operator
(except for λ→):

PλS
↑ = +λS

↓ , PλS
→ = −λS

→ , PλS
↓ = +λS

↑ , (79)

PλA
↑ = −λA

↓ , PλA
→ = +λA

→ , PλA
↓ = +λA

↑ . (80)

The dynamical equations are

γµνp
µpνλS

↑↓ −m2λS
↓↑ = 0 , (81)

γµνp
µpνλA

↑↓ + m2λA
↓↑ = 0 , (82)

γµνp
µpνλS

→ + m2λS
→ = 0 , (83)

γµνp
µpνλA

→ −m2λA
→ = 0 . (84)

Under the appropriate choice of the basis and phase factors we have

ρS
↑↓ = +λS

↓↑ , ρA
↑↓ = −λA

↓↑ (85)

ρS
→ = −λS

→ , ρA
→ = +λS

→ . (86)

On the secondary quantization level we obtained similar results as in the spin-1/2 case.

The conclusions are:
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• The momentum-space Majorana -like spinors are considered in the (j, 0)⊕ (0, j) representation
space.

• They have different properties from the Dirac spinors even on the classical level.

• It is convenient to work in the 8-dimensional space. Then, we can impose the Gelfand-Tsetlin-
Sokolik (Bargmann-Wightman-Wigner) prescription of 2-dimensional representation of the in-
version group.

• Gauge transformations are different. The axial charge is possible.

• Experimental differencies have been recently discussed (the possibility of observation of the
phase factor/eigenvalue of the C-parity), see [Kirchbach].

• (Anti)commutation relations are assumed to be different from the Dirac case (and the 2(2j +1)
case) due to the bi-orthonormality of the states (the spinors are self-orthogonal).

• The (1, 0) ⊕ (0, 1) case has also been considered. The Γ5C-self/anti-self conjugate objects
have been introduced. The results are similar to the (1/2, 0) ⊕ (0, 1/2) representation. The
12-dimensional formalism was introduced.

• The field operator can describe both charged and neutral states.
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.
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We explore the quantum-classical crossover of two coupled, identical, superconducting quantum
interference device (SQUID) rings. The motivation for this work is based on a series of recent pa-
pers. In [1] we showed that the entanglement characteristics of chaotic and periodic (entrained)
solutions of the Duffing oscillator differed significantly and that in the classical limit entanglement
was preserved only in the chaotic-like solutions. However, Duffing oscillators are a highly idealised
toy system. Motivated by a wish to explore more experimentally realisable systems we extended
our work in [2, 3] to an analysis of SQUID rings. In [3] we showed that the two systems share a
common feature. That is, when the SQUID ring’s trajectories appear to follow (semi) classical orbits
entanglement persists. Our analysis in [3] was restricted to the quantum state diffusion unravel-
ling of the master equation - representing unit efficiency heterodyne detection (or ambi-quadrature
homodyne detection). Here we show that very similar behaviour occurs using the quantum jumps
unravelling of the master equation. Quantum jumps represents a discontinuous photon counting
measurement process. Hence, the results presented here imply that such persistent entanglement is
independent of measurement process and that our results may well be quite general in nature.

INTRODUCTION

In this work we extend the results of a recent pa-
per [3] where we investigated the entanglement proper-
ties associated with the quantum classical crossover of
two coupled superconducting quantum interference de-
vice (SQUID) rings (comprising of a thick ring enclosing
a Josephson junction). Here we present a small but sig-
nificant extension of the series of papers [1–3] which forms
a small part of a much larger body of of work - or exam-
ple see [4–11]). In order to avoid too much repetition of
text please see [1–3, 5] and references therein for a more
detailed introduction to the subject. Here we present a
brief summary of [3] and our result.

In [3] we demonstrated that two coupled SQUID ring’s
can exhibit entanglement that persists even in the cor-
respondence limit. In order to obtain these trajectories
we used the quantum state diffusion unravelling of the
master equation and followed a strategy that has seen a
lot of success with classically chaotic systems [5]. How-
ever - there are an infinite number of ways to unravel the
master equation. Hence, a natural concern that arises is
that this result might be unravelling dependent. Here we
show that very similar behaviour occurs using the quan-
tum jumps unravelling of the master equation. Quantum
jumps represents a discontinuous photon counting mea-
surement process.

Here our interest lay in understanding how the
quantum mechanical phenomena of entanglement would
change as the coupled system approached the classical
limit. We showed “that the entanglement characteristics
of two ‘classical’ states (chaotic and periodic solutions)
differ significantly in the classical limit. In particular, we
show[ed] that significant levels of entanglement are pre-

served only in the chaotic-like solutions”[1]. In [3] we
extended this investigation to study the entanglement
characteristics in the quantum-classical crossover of two
identical coupled SQUID rings.

The correspondence principle in quantum mechanics
is usually expressed in the form: “For those quantum
systems with a classical analogue, as Planck’s constant
becomes vanishingly small the expectation values of ob-
servables behave like their classical counterparts”[12]. for
SQUID rings such an expression turns out to be problem-
atic and we find that an alternative expression is more
appropriate [sic]: “Consider ~ fixed (it is) and scale the
Hamiltonian so that when compared with the minimum
area ~/2 in phase space:

(a) the relative motion of the expectation values of the
observable become large and

(b) the state vector is localised.

Then, under these circumstances, expectation values of
operators will behave like their classical counterparts”[2].

In order to achieve localisation and model a dissipative
chaotic-like system in its correspondence limit we need to
introduce decoherence in the right way. Quantum state
diffusion has proved particularly successful in many stud-
ies of non-linear system. Here we have an Itô increment
equation for the state vector of the form [10, 11]

|dψ〉 = − i
~
Ĥsys |ψ〉 dt

+
∑

j

[〈
L̂†j

〉
L̂j −

1
2
L̂†jL̂j −

1
2

〈
L̂†j

〉〈
L̂j

〉]
|ψ〉 dt

+
∑

j

[
L̂j −

〈
L̂j

〉]
|ψ〉 dξ (1)
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here L̂j =
√

2ζâj , where aj is the annihilation operator
and dt and the dξ are complex Weiner increments satisfy-
ing dξ2 = dξ = 0 and dξdξ∗ = dt[10, 11] where the over-
bar denotes the average over infinitely many stochastic
processes.

QSD, however, is not the only unravelling of the mas-
ter equation and for our results to be general they should
be demonstrated to be independent of this choice. This
point may be emphasised by observing that previous
studies have shown that entanglement can be depen-
dent upon the choice unravelling [14]. We therefore now
choose another unravelling against which we may check
our results. We choose an unravelling that is very differ-
ent from QSD as it is based on a discontinuous photon
counting measurement process - rather than a continu-
ous interaction - namely quantum jumps [15, 16]. Again
this model takes the form of a stochastic Itô increment
equation for the state vector but now of the form

|dψ〉 = − i
~
H |ψ〉 dt

−1
2

∑
j

[
L†jLj −

〈
L†jLj

〉]
|ψ〉 dt

+
∑

j

 Lj√〈
L†jLj

〉 − 1

 |ψ〉 dNj (2)

where dNj is a Poissonian noise process such that

dNjdNk = δjkdNj , dNjdt = 0 and dNj =
〈
L†jLj

〉
dt,

i.e. jumps occur randomly at a rate that is determined
by
〈
L†jLj

〉
.

In [1] we studied the entanglement dynamics (char-
acterised via the entropy of entanglement S (ρi) =
−Tr[ρi ln ρi]) in two coupled Duffing oscillators[1] (ex-
tending one dimensional analysis in, for example, [5, 8]).
The Hamiltonian for each oscillator was given by

Hi =
1
2
p2

i +
β2

4
q4i −

1
2
q2i +

gi

β
cos (t) qi+

Γi

2
(qipi+piqi) (3)

where qi and pi, Li =
√

2Γiai (for i = 1, 2), where ai is
the annihilation operator. Here gi = 0.3 and Γi = 0.125,
[1, 5, 8]. In this work the parameter β is a scaling pa-
rameter used to generate the correspondence limit. The
Hamiltonian for the coupled system is:

H = H1 +H2 + µq1q2 (4)

with µ = 0.2.
The dynamics of the oscillators have two distinct

modes of operation; entrained & periodic and un-
entrained & chaotic. When the oscillators are entrained
we found that, as one would expect, the entanglement
falls as the system approaches the classical regime. In
the un-entrained & chaotic mode of operation we found

Motion dominatedby quantum noise
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FIG. 1: Mean entropy of entanglement as a function of β
for the chaotic-like and periodic (entrained) states. Here we
see that the entropy of entanglement for the system in the
chaotic state does not vanish as β approaches the classical
regime. (Note: Figure and caption reproduced from [1])
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FIG. 2: The calculation of figure 1 using quantum jumps
instead of quantum state diffusion. Again we show the mean
entropy of entanglement as a function of β for the chaotic-
like and periodic (entrained) states. As with quantum state
diffusion we see that when using quantum jumps the entropy
of entanglement for the system in the chaotic state does not
vanish as β approaches the classical regime. (Note: Figure
and caption reproduced from [1])

that significant average entangled was manifest both in
the quantum and classical limit. These results are shown
in Fig. 1 using quantum state diffusion and Fig. 2 for
quantum jumps unravellings of the master equation.

In [2, 3] we extended this investigation to SQUID’s.
Here the “classical” dynamics are described by the resis-
tively shunted junction (RSJ) model:

C
d2Φ
dt2

+
1
R

dΦ
dt

+
Φ− Φx

L
+ Ic sin

(
2πΦ
Φ0

)
= Id sin (ωdt)

(5)



3

where Φ is the magnetic flux contained within the ring
Φx, C, Ic, L, R, Id, ωd and Φ0 = h/2e are the external
flux bias, capacitance and critical current of the weak
link, ring inductance, resistance, drive amplitude, drive
frequency and flux quantum, respectively. Here, C =
1× 10−13F, L = 3× 10−10H, R = 100Ω, β = 2, ωd = ω0,
Φx = 0.5Φ0 and Id = 0.9µA.

[sic [3]] “We can then rewrite (5) in the standard, uni-
versal oscillator like, form by making the following def-
initions: ω0 = 1/

√
LC, τ = ω0t, ϕ = (Φ − Φx)/Φ0,

ϕx = Φx/Φ0, β = 2πLIc/Φ0, ω = ωd/ω0, ϕd = IdL/Φ0

and ζ = 1/2ω0RC. This yields the following equation of
motion:

d2ϕ

dτ2
+2ζ

dϕ

dτ
+ϕ+

β

2π
sin [2π (ϕ+ ϕx)] = ϕd sin (ωτ) (6)

In this system of units we then see that we can scale the
system Hamiltonian through changing either C → aC or
L → bL so long as we also make the following changes:
R →

√
b/aR, Id → Id/

√
b and ωd → ωd/

√
ab. . . . We

change a so that C varies between 1× 10−16 F (quantum
limit) and 1 × 10−9 F (classical limit), changing other
circuit parameters in line with the above methodology.”

The Hamiltonian is:

Ĥi =
Q̂2

i

2C
+

(
Φ̂i − Φxi

(t)
)2

2L
− ~Ic

2e
cos

(
2πΦ̂i

Φ0

)
(7)

with
[
Φ̂i, Q̂i

]
= i~.

As usual we define:

x̂i =

√
Cω0

~
Φ̂i

and

p̂i =
√

1
~Cω0

Q̂i

.
and Ĥ ′i = Ĥi/~ω0 so that

Ĥ ′i =
p̂2

i

2
+

[x̂i − xi(t)]2

2
− Ic

2eω0
cos (Ωx̂i) (8)

where Ω =
[
(4e2/~)

√
(L/C)

]1/2

.
One further correction to the Hamiltonian is needed to

correctly introduce damping [5] which now becomes:

Ĥ ′i =
p̂2

i

2
+

[x̂i − xi(t)]2

2
− Ic

2eω0
cos (Ωx̂i)+

ζ

2
(p̂ix̂i + x̂ip̂i)

(9)
So, for two coupled SQUID’s we have

Ĥtotal =
∑

i∈{1,2}

{
p̂2

i

2
+

[x̂i − xi(t)]2

2
− Ic

2eω0
cos (Ωx̂i) +

ζ

2
(p̂ix̂i + x̂ip̂i)

}
+ µx̂1x̂2

(b)

(a)

E
n
tr

op
y

in
N

at
s

E
n
tr

op
y

in
N

at
s
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FIG. 3: Mean entanglement entropy as a function of Capaci-
tance two coupled SQUID rings using (a) quantum state diffu-
sion and (b) quantum jumps unravellings of the master equa-
tion. In both figures we see that the entanglement entropy
for system does not vanish even as it approaches its classical
limit. Note: that unlike in Fig. 1 and Fig. 2 in this figure the
quantum limit is on the left hand side and the classical limit
on the right.

where we have chosen µ = 0.2 (as this is the value that
we used in [1]).

In Fig. 3(a) we show the mean entanglement of the two
SQUID rings found by using the Quantum state diffusion
unravelling of the master equation (these results were also
presented in [3]). Here small capacitance is the quantum
limit and large capacitance is the correspondence limit.
The capacitance was changed via use of the scaling pa-
rameters a of the discussion above. [sic [3]] “However
we note that the entanglement entropies presented here
are is the average entanglement over either a long time
period or many similar trajectories. It is not the en-
tanglement associated with the average density operator
taken of many experiments. This average entanglement
cannot therefore be considered usable in a quantum infor-
mation sense. In figure 3 we show this average entangle-
ment entropy. Here the averaging of each trajectory was
determined on a point by point basis. A sufficient aver-
aging was used so as to ensure that the results presented
here had settled to within a percent or so ... As for the
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Duffing oscillators, here the mean entanglement does not
appear to vanish in the classical limit (large capacitance).
Another surprising feature in common with the Duffing
oscillator results is that the average entropy is not maxi-
mum at the most quantum limit (smallest capacitance).”

In Fig. 3(b) we present the result of this paper - here
we have simply reproduced the calculations of Fig. 3(a)
using the quantum jumps unravelling of the master equa-
tion. We note that for the quantum jumps model that
- especially in the quantum limit - it takes much longer
for the averages to settle to their final values and there
is some small error attached to each of the data points.
However there is a good qualitative agreement between
these results and those obtained for the Duffing oscilla-
tor. Is seems then that such persistent entanglement is
independent of measurement process and that our results
may well be quite general in nature.
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Using tomographic-probability representation of spin states, quantum behavior of qudits is exam-
ined. For a general j-qudit state we propose an explicit formula of quantumness witnetness whose
negative average value is incompatible with classical statistical model. Probability representations
of quantum and classical (2j+ 1)-level systems are compared within the framework of quantumness
tests. Trough employing Jordan-Schwinger map the method is extended to check quantumness of
two-mode light states.
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Keywords: quantumness test, quantumness witness, spin tomography, qudit, two-mode light

I. INTRODUCTION

Quantumness and classicality of a system have been
discussed previously by many authors. The classical and
quantum pictures of physical phenomena are known to be
quite different. For example, the quantum behavior of a
particle must satisfy some constraints due to hierarchy
of uncertainty relations which corresponds to describing
quantum states by nonnegative density operators. On
the other hand, the probability-distribution function of
a classical particle in phase space must be nonnegative
while Wigner function [1], quantum analogue of the clas-
sical probability distribution, is permitted to get negative
values. If one uses the formal analogue of density opera-
tors for a classical particle, the domain of such operators
is permitted to contain Hermitian trace-class nonposi-
tive operators. From this viewpoint it is much easier to
think about differences between quantum and classical
pictures than to consider their similarities. Nevertheless,
it is of vital importance to find explicit criteria for distin-
guishing classical and quantum properties, e.g., to relate
quantumness of two-qubit states with the existence of
quantum correlations expressed in terms of Bell (Bell-
like) inequality violation [2, 3]. Besides, quantumness of
a bipartite system can be considered by means of entropy
relations (see, e.g., [4]). Here, we are not going to dis-
cuss these tests and the attention is chiefly focused on
the simple quantumness test for a single system that has
been proposed recently in [5, 6, 7, 8], critically analyzed
in [9], and experimentally realized for a two-level single
system in [10, 11, 12]. The main idea of this test is to
find observables A and B such that the mean values 〈A〉,
〈B〉, and 〈B−A〉 are greater than or equal to zero for all
possible states of a system. The classicality corresponds
to commutative algebra and if this is the case, the in-
equality 〈B2〉 ≥ 〈A2〉 holds true for all possible system

∗Electronic address: filippovsn@gmail.com
†Electronic address: manko@sci.lebedev.ru

states. Otherwise, if 〈B2〉 < 〈A2〉 for a particular state,
then these measurement results cannot be attributed to
the standard classical model and are to be treated as
quantum ones. The observable B2−A2 was called quan-
tumness witness [6] because its negative average value
for a given state is an intermediate evidence that sys-
tem behaves in quantum manner. It is worth noting that
the problem of distinguishing quantumness and classi-
cality is of vital importance for the practical realization
of quantum computer which is supposed to be essentially
quantum to work adequately. Though there is no conven-
tional definition of quantumness, we will use this concept
in that sense that the classical probabilistic model is in-
capable of accounting for measurement outcomes.

Recently an appropriate method for considering sim-
ilarity and difference of classical and quantum features
was suggested [13], where the quantum states were
associated with the standard probability distributions
like in classical statistical mechanics. The approach
called tomographic-probability representation of quan-
tum states was developed, e.g., in [14, 15] and reviewed
recently in [16]. This approach turned out to be con-
venient [17] to study quantumness test [5, 6] given for
qubits.

The aim of this paper is to interpret the test inequal-
ity [5, 6] from the tomographic point of view and pro-
pose quantumness witness for a general qudit state, i.e.,
for particle with an arbitrary spin j. In regarding test
procedure we also indicate the difference between proba-
bilistic approaches to description of (2j+1)-level system,
namely, tomographic-probability representation and clas-
sical statistical model. Another goal of this paper is to
apply the quantumness test to systems with continuous
variables, for instance, two-mode light states.

The paper is organized as follows.
In Sec. II, we epitomize spin tomograms and dual to-

mographic symbols. In Sec. III, the test inequality is de-
veloped by virtue of tomograms and explanation is given
why, using probabilities, the inequality can be violated in
quantum domain and is always valid in classical domain.
In Sec. IV, an explicit formula of quantumness witnet-
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ness is suggested for a general spin-j case. In Sec. V,
quantumness of two-mode light states is investigated by
utilizing Jordan-Schwinger map to qudit states. Finally,
in Sec. VI, conclusions are presented.

II. SPIN TOMOGRAMS AND TOMOGRAPHIC
SYMBOLS OF OPERATORS

In quantum mechanics, any state of a particle with
spin j can be equivalently described either by (2j + 1)×
(2j+ 1) density matrix ρ or by the following probability-
distribution function called spin tomogram [18, 19]:

wj(m,u) = 〈jm|uρu†|jm〉 = Tr
(
ρ Ûj(m,u)

)
, (1)

where |jm〉 is an eigenstate of the angular momentum op-
erators Ĵz and Ĵ2, u is a (2j+1)×(2j+1) unitary matrix
of the irreducible representation either of group SU(2) or
SU(N) with N = 2j + 1, and by Û(m,u) we denote the
so-called dequantizer operator (as concerns star-product
quantization schemes, the general procedure of using this
operator is discussed in [20, 21]). Any tomogram satisfies
normalization conditions of the form

j∑
m=−j

wj(m,u) = 1, (2)

2j + 1
8π2

2π∫
0

dα

π∫
0

sinβdβ

2π∫
0

dγ wj(m,u(α, β, γ)) = 1.(3)

The latter equation implies that u is a group element of
SU(2) and is parameterized by Euler angles α, β, and γ.

Given the spin tomogram one can reconstruct the den-
sity operator ρ̂ by means of the special operator D̂j(m,u)
called quantizer (see, e.g., [22, 23, 24]). Namely,

ρ̂ =
j∑

m=−j

1
8π2

2π∫
0

dα

π∫
0

sinβdβ

×
2π∫
0

dγ wj(m,u(α, β, γ)) D̂j(m,u(α, β, γ)). (4)

Dual tomographic symbol wdj (m,u) of the operator
Â is introduced by replacing ρ̂ by Â and substituting
D̂(m,u) for Û(m,u) and vice versa [21, 25] and was an-
ticipated in the paper [26]. To be precise,

wdA(m,u) = Tr
(
ÂD̂(m,u)

)
, (5)

Â =
j∑

m=−j

1
8π2

2π∫
0

dα

π∫
0

sinβdβ

×
2π∫
0

dγ wdA(m,u(α, β, γ)) Ûj(m,u(α, β, γ)). (6)

Dual tomographic symbols are particularly useful for cal-
culations of mean values of observables. Indeed, average
values can be expressed with the help of tomographic
symbols only

Tr
(
ρ̂Â
)

=
j∑

m=−j

1
8π2

2π∫
0

dα

π∫
0

sinβdβ

×
2π∫
0

dγ wj(m,u(α, β, γ)) wdA(m,u(α, β, γ)). (7)

III. QUANTUMNESS TESTS IN VIEW OF
TOMOGRAMS

Let us consider two possible probability descriptions of
an N -level system.

A. Classical statistical model

The state of a system is given by the point on the (N−
1)-simplex, i.e., by the probability vector (p1, p2, . . . , pN )
with pi ≥ 0,

∑N
i=1 pi = 1. Observable A is considered as

a function with possible outcomes A1, A2, . . . , AN which
correspond to appropriate system states. Then the aver-
age value of A reads

〈A〉cl = p1A1 + p2A2 + · · ·+ pNAN =
N∑
i=1

piAi. (8)

Nonnegativity of A for all possible states implies that
Ai ≥ 0, i = 1, . . . , N . Similarly, the condition 〈B〉cl ≥
〈A〉cl is followed by the inequality Bi ≥ Ai for all i =
1, . . . , N . If this is the case, the mean value of B2 − A2

is necessarily nonnegative. In fact,

〈B2〉cl =
N∑
i=1

piB
2
i ≥

N∑
i=1

piA
2
i = 〈A2〉cl (9)

or in the matrix form
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〈B2〉cl − 〈A2〉cl

= Tr


 p1 p1

p2 p2

· · · · · ·
pN pN

( B2
1 B2

2 · · · B2
N

−A2
1 −A2

2 · · · −A2
N

) ≥ 0. (10)

B. Tomographic probability representation

It was shown in Sec. II, that any state of particle with
spin j is uniquely determined by its spin tomogram. In
a similar way, any operator Â acting on Hilbert space
of states |jm〉 is equivalently described by its ordinary
or dual tomographic symbols. Suppose A1, A2, . . . , AN
are possible outcomes while measuring Â, i.e., eigenval-
ues of Â. Then the average value 〈A〉q = Tr

(
ρ̂Â
)

can be
expressed in terms of tomogram wj(m,u) and spectrum
{Ai}. In the paper [17], the case of qubits (j = 1/2) was
considered in detail, where the authors used formula (7)
as well as the explicit form of quantizer and dequantizer
operators. Here we extend the formula obtained to a gen-
eral qudit case. Suppose u†A is a unitary matrix of group
SU(N) such that it reduces the self-adjacent operator Â
to the diagonal form, i.e.,

Â = u†AÂduA = u†A

 A1 0 · · · 0
0 A2 · · · 0
· · · · · · . . . . . .
0 0 . . . AN

uA; (11)

then the average value of Â reads

Tr
(
ρ̂Â
)

= Tr

ρ̂u†A( j∑
m=−j

Am|jm〉〈jm|
)
uA


=

j∑
m=−j

Am〈jm|uAρ̂u†A|jm〉 =
j∑

m=−j
w(m,uA)Am. (12)

From this it follows that the average value of quantum-
ness witness

〈B̂2〉q − 〈Â2〉q = Tr

[ wj(1, uB) wj(1, uA)
wj(2, uB) wj(2, uA)
· · · · · ·

wj(N, uB) wj(N, uA)


×
(

B2
1 B2

2 · · · B2
N

−A2
1 −A2

2 · · · −A2
N

)]
(13)

can be negative even if the inequality 〈B〉q ≥ 〈A〉q ≥ 0
holds true for all possible states.

Comparing formulas (10) and (13) one can see that
both classical and quantum behavior of a system are de-
scribed by probabilities. The difference is merely that

the classical state is associated with the set of constants
(p1, p2, . . . , pN ) while the quantum state corresponds to
the function wj(m,u) depending on an element u of
group SU(N).

IV. QUANTUMNESS WITNESS FOR A
GENERAL QUDIT STATE

The abundance of quantumness witnesses for an arbi-
trary qudit state ρ̂ 6= 11/N was emphasized in [6]. In
spite of this fact, the construction of the quantumness
witness for a given state ρ̂ was not presented in the ex-
plicit manner and relied much on an implicit form of the
quantumness witness for qubits. Here we suggest explicit
operators Â and B̂ that can fill this gap.

Proposition. Given the diagonal N ×N density ma-
trix ρ̂d = diag(r1, r2, . . . , rN ) 6= 11/N , quantum behavior
of this state can be checked by virtue of the quantumness
witness B̂2

d − Â2
d with

Âd = ‖A(d)
ik ‖ =

(
1− a(ri − 1

N )
)1/2(

1− a(rk − 1
N )
)1/2

∑N
n=1(rn − 1

N )2
,

B̂d = Âd + bM̂, M̂ = ‖Mik‖ = Nδik − 1, (14)

where a = 3N
4(N−1) , b = 1

4(N−1) , and δik is the Kronecker
symbol.

Proof. It is evident that the operators Âd and B̂d
are nonnegative by construction. Besides, the operator
B̂d−Âd = bM̂ has only nonnegative eigenvalues so the re-
quirement 〈Bd〉 ≥ 〈Ad〉 ≥ 0 is met for all possible states.
Let us now show that Tr

(
ρ̂d(B̂2

d − Â2
d)
)
< 0.

Indeed, using explicit formulas of operators from the
statement of Proposition, we obtain

Tr
(
ρ̂d(B̂2

d − Â2
d)
)

=
b

Trρ2
d −

1
N

×

{
2N
[
1− a

(
Trρ2

d −
1
N

)]
+ bN(N − 1)

(
Trρ2

d −
1
N

)
−2

N∑
k,l=1

rk

(
1− a

(
rk − 1

N

))1/2 (
1− a

(
rl − 1

N

))1/2
}
.

(15)

By Σ denote the sum
∑N
k,l=1 in the equation above. The

expression (15) takes its maximal value when ρd is a den-
sity matrix of pure state. If this is the case,

Σ > 1− a
(

1− 1
N

)
+ (N − 1)

[
1− a

(
1− 1

N

)]1/2
(16)

and consequently,
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 –
  
A

2
2

d
d

FIG. 1: Quantum behavior of qutrit state ρd =
diag(r1, r2, 1 − r1 − r2) is pointed out by the negativity of

the average value of the quantumness witness B̂2
d − Â2

d given
by (14). The smaller the radius of the circle on the sur-
face the closer one approaches to the maximally mixed state
ρcl = (1/3, 1/3, 1/3). Witness is not defined for this state
because it is classical.

Tr
(
ρ̂d(B̂2

d − Â2
d)
)

< 2bN

{[
1− a

(
1− 1

N

)]
−
[
1− a

(
1− 1

N

)]1/2}
+b2N(N − 1). (17)

The expression in braces at the right side of (17) is less
than zero whenever 0 < a < N

N−1 and achieves minimal
value −1/4 when a = 3N

4(N−1) . A proper choice of b,
namely b = 1

4(N−1) , ensures

Tr
(
ρ̂d(B̂2

d − Â2
d)
)
< − N

16(N − 1)
< − 1

16
< 0, (18)

which is the best evidence of quantumness witness and
concludes the proof �.

To exemplify this Proposition we consider the case of
qutrits (j = 1, N = 3) and plot the corresponding aver-
age value of quantumness witness versus parameters r1
and r2 of the diagonal density matrix ρd (see Fig. 1). The
pattern in Fig. 2 confirms that the proved Proposition
is applicable not only to qutrits but also to an arbitrary
spin system.

N

B
  
 –

  
A

2
2

d
d

FIG. 2: Maximum mean value of quantumness witness
against number of levels N = 2j + 1 (dots). Solid line is
an asymptote of this dependence and is predicted by (18).
Negativity of all the values allows to detect quantumness of
any qudit state with an arbirary spin j.

Proposition is followed by a simple
Consequence. Let u be a unitary matrix of group

SU(N) that reduces the given density matrix ρ to the
diagonal form, i.e., ρ = uρdu

†. Then the operator B̂2 −
Â2 with Â = uÂdu

† and B̂ = uB̂du
† is a quantumness

witness for the state ρ.

V. QUANTUMNESS OF TWO-MODE LIGHT
STATES

Applying the Jordan-Schwinger map [27, 28] to qudits,
one can readily extend quantumness tests to two-mode
light states. By construction, the following correspon-
dence is ascertained:

qudit with spin j two oscillators
11 11
Ĵ+ â†b̂

Ĵ− âb̂†

Ĵz
1
2 (â†â− b̂†b̂)

|jm〉 |na, nb〉 with m = na−nb

2 , j = na+nb

2

Here, â and â† (b̂ and b̂†) are annihilation and creation
operators in each mode, na and nb are numbers of pho-
tons in the first and the second modes, respectively. This
analogy implies that in order to check the quantumness
of the state |nanb〉 one should follow the procedure:

(i) map this state onto qudit state |jm〉 with j = (na+
nb)/2 and m = (na − nb)/2;

(ii) construct quantumness witness B̂2 − Â2 for state
|jm〉 in accordance with the Proposition in the previous
section;

(iii) using the table above, fulfil inverse mapping of
the constructed witness onto operator acting on Hilbert
space of two-mode light states;

(iv) make sure that the average value of the final wit-
ness is negative for the given state |nanb〉.
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The remarkable fact is that the proposed approach is
incapable to indicate the quantumness of the vacuum
state. In this sense the method developed is analogues
to quasiprobabilistic treatment of Wigner function [1].

VI. CONCLUSIONS

To summarize we underline main results of the paper.
The article is concerned with N -level systems (qudits
with spin j, N = 2j+1) and then is extended to deal with
two-mode light states. We managed to consider quan-
tumness tests proposed recently from the probabilistic
point of view. According to this approach, we regarded
both classical and quantum states by virtue of proba-
bilities, the former being described by constant num-
bers and the latter being associated with the probability-
distribution function depending on a group element. This
difference between two descriptions explains the reason
why the test inequality is always fulfilled in classical do-
main and can be violated in quantum one. The explicit
form of quantumness witness is suggested for a general
qudit case. Apart from the analytical proof, some ex-

amples are also given to check an adequate work and il-
lustrate the usefulness of this witness. Jordan-Schwinger
map of spin states onto two-mode light states is utilized
as a key step toward quantumness tests for systems with
continuous variables. We hope to extend quantumness
witness formulated in the work for second momenta to
the inequalities containing higher moments.
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In the framework of the theory of open systems based on completely positive quantum dynamical
semigroups, we give a description of the dynamics of entanglement for a system consisting of two
uncoupled harmonic oscillators interacting with a thermal environment. Using Peres-Simon neces-
sary and sufficient criterion for separability of two-mode Gaussian states, we describe the evolution
of entanglement in terms of the covariance matrix for a Gaussian input state. For some values of the
temperature of environment, the state keeps for all times its initial type: separable or entangled. In
other cases, entanglement generation, entanglement sudden death or a repeated collapse and revival
of entanglement take place. We analyze also the time evolution of the logarithmic negativity, which
characterizes the degree of entanglement of the quantum state.

PACS numbers: 03.65.Yz, 03.67.Bg, 03.67.Mn

I. INTRODUCTION

In recent years there is an increasing interest in us-
ing continuous variable entangled states in applications
of quantum information processing and communication
[1]. A full characterization of the nonclassical properties
of entangled states of continuous variable systems exists,
at present, only for the class of Gaussian states. In this
special case there exist necessary and sufficient criteria of
entanglement [2, 3] and quantitative entanglement mea-
sures [4, 5]. The quantum information processing tasks
are difficult to implement, due to the fact that any realis-
tic quantum system is not isolated and it always interacts
with its environment. Quantum coherence and entangle-
ment of quantum systems are inevitably influenced dur-
ing their interaction with the external environment. As a
result of the irreversible and uncontrollable phenomenon
of quantum decoherence, the purity and entanglement of
quantum states are in most cases degraded. Therefore in
order to describe realistically quantum information pro-
cesses it is necessary to take decoherence and dissipation
into consideration. Decoherence and dynamics of quan-
tum entanglement in continuous variable open systems
have been intensively studied in the last years [6–13].

When two systems are immersed in an environment,
then, in addition to and at the same time with the quan-
tum decoherence phenomenon, the environment can also
generate a quantum entanglement of the two systems
and therefore an additional mechanism to correlate them
[9, 14, 15]. In this paper we study, in the framework of
the theory of open systems based on completely positive
quantum dynamical semigroups, the dynamics of the con-
tinuous variable entanglement of two identical harmonic
oscillators coupled to a common thermal environment.
We are interested in discussing the correlation effect of
the environment, therefore we assume that the two oscil-
lators are uncoupled, i.e. they do not interact directly.

∗Electronic address: isar@theory.nipne.ro

The initial state of the subsystem is taken of Gaussian
form and the evolution under the quantum dynamical
semigroup assures the preservation in time of the Gaus-
sian form of the state. In section 2 we write the Marko-
vian master equation in the Heisenberg representation
for two uncoupled harmonic oscillators interacting with
a general environment and the evolution equation for the
covariance matrix of the considered subsystem. By using
the Peres-Simon criterion for separability of two-mode
Gaussian states [2, 16], we investigate in section 3 the dy-
namics of entanglement for this system. We show that for
certain values of the environment temperature, the state
keeps for all times its initial type: separable or entangled.
For other values of the temperature, entanglement gener-
ation, entanglement sudden death or a repeated collapse
and revival of entanglement take place. We analyze also
the time evolution of the logarithmic negativity, which
characterizes the degree of entanglement of the quantum
state. A summary is given in section 4.

II. EQUATIONS OF MOTION FOR TWO
HARMONIC OSCILLATORS

We study the dynamics of the subsystem composed of
two identical non-interacting oscillators in weak interac-
tion with a thermal environment. In the axiomatic for-
malism based on completely positive quantum dynamical
semigroups, the irreversible time evolution of an open
system is described by the following general quantum
Markovian master equation for an operator A in the
Heisenberg representation († denotes Hermitian conju-
gation) [17, 18]:

dA

dt
=

i

~
[H, A] +

1
2~

∑

j

(V †
j [A, Vj ] + [V †

j , A]Vj). (1)

Here, H denotes the Hamiltonian of the open system and
the operators Vj , V

†
j , defined on the Hilbert space of H,

represent the interaction of the open system with the
environment.
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We are interested in the set of Gaussian states, there-
fore we introduce such quantum dynamical semigroups
that preserve this set during time evolution of the sys-
tem. Consequently H is taken to be a polynomial of sec-
ond degree in the coordinates x, y and momenta px, py of
the oscillators and Vj , V

†
j are taken polynomials of first

degree in these canonical observables. Then in the linear
space spanned by coordinates and momenta there exist
only four linearly independent operators Vj=1,2,3,4 [19]:

Vj = axjpx + ayjpy + bxjx + byjy, (2)

where axj , ayj , bxj , byj are complex coefficients. The
Hamiltonian H of the two uncoupled identical harmonic
oscillators of mass m and frequency ω is given by

H =
1

2m
(p2

x + p2
y) +

mω2

2
(x2 + y2). (3)

The fact that the evolution is given by a dynamical
semigroup implies the positivity of the matrix formed
by the scalar products of the four vectors ax, bx, ay, by

whose entries are the components axj , bxj , ayj , byj , re-
spectively. We take this matrix of the following form,
where all diffusion coefficients Dxx, Dxpx

,... and dissipa-
tion constant λ are real quantities (we put from now on
~ = 1):



Dxx −Dxpx − iλ
2 Dxy −Dxpy

−Dxpx + iλ
2 Dpxpx −Dypx Dpxpy

Dxy −Dypx Dyy −Dypy − iλ
2

−Dxpy Dpxpy −Dypy + iλ
2 Dpypy


 .

(4)
It follows that the principal minors of this matrix are
positive or zero. From the Cauchy-Schwarz inequality
the following relations hold for the coefficients defined in
Eq. (4):

DxxDpxpx −D2
xpx

≥ λ2

4
, DyyDpypy −D2

ypy
≥ λ2

4
,

DxxDyy −D2
xy ≥ 0, DpxpxDpypy −D2

pxpy
≥ 0,

DxxDpypy −D2
xpy

≥ 0, DyyDpxpx −D2
ypx

≥ 0. (5)

We introduce the following 4 × 4 bimodal covariance
matrix:

σ(t) =




σxx(t) σxpx(t) σxy(t) σxpy (t)
σxpx(t) σpxpx(t) σypx(t) σpxpy (t)
σxy(t) σypx(t) σyy(t) σypy (t)
σxpy (t) σpxpy (t) σypy (t) σpypy (t)


 . (6)

The problem of solving the master equation for the op-
erators in Heisenberg representation can be transformed
into a problem of solving first-order in time, coupled lin-
ear differential equations for the covariance matrix ele-
ments. Namely, from Eq. (1) we obtain the following
system of equations for the quantum correlations of the
canonical observables, written in matrix form [19] (T de-
notes a transposed matrix):

dσ(t)
dt

= Y σ(t) + σ(t)Y T + 2D, (7)

where

Y =




−λ 1/m 0 0
−mω2 −λ 0 0

0 0 −λ 1/m
0 0 −mω2 −λ


 , (8)

D =




Dxx Dxpx Dxy Dxpy

Dxpx Dpxpx Dypx Dpxpy

Dxy Dypx Dyy Dypy

Dxpy Dpxpy Dypy Dpypy


 . (9)

The time-dependent solution of Eq. (7) is given by [19]

σ(t) = M(t)[σ(0)− σ(∞)]MT(t) + σ(∞), (10)

where the matrix M(t) = exp(Y t) has to fulfill the con-
dition limt→∞M(t) = 0. In order that this limit exists,
Y must only have eigenvalues with negative real parts.
The values at infinity are obtained from the equation

Y σ(∞) + σ(∞)Y T = −2D. (11)

III. DYNAMICS OF TWO-MODE
CONTINUOUS VARIABLE ENTANGLEMENT

The characterization of the separability of continuous
variable states using second-order moments of quadrature
operators was given in Refs. [2, 3]. A Gaussian state is
separable if and only if the partial transpose of its density
matrix is non-negative [necessary and sufficient positive
partial transpose (PPT) criterion]. A two-mode Gaus-
sian state is entirely specified by its covariance matrix
(6), which is a real, symmetric and positive matrix with
the block structure

σ(t) =
(

A C
CT B

)
, (12)

where A, B and C are 2× 2 Hermitian matrices. A and
B denote the symmetric covariance matrices for the indi-
vidual one-mode states, while the matrix C contains the
cross-correlations between modes. Simon [2] derived a
PPT criterion for bipartite Gaussian continuous variable
states: the necessary and sufficient criterion for separa-
bility is S(t) ≥ 0, where

S(t) ≡ detA detB +
(

1
4
− | detC|

)2

−Tr[AJCJBJCTJ ]− 1
4
(det A + det B) (13)

and J is the 2× 2 symplectic matrix

J =
(

0 1
−1 0

)
. (14)

Since the two oscillators are identical, it is natural to
consider environments for which Dxx = Dyy, Dxpx =
Dypy , Dpxpx = Dpypy , Dxpy = Dypx . Then both uni-
modal covariance matrices are equal, A = B, and the
entanglement matrix C is symmetric.
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A. Time evolution of entanglement and
logarithmic negativity

In order to describe the dynamics of entanglement, we
use the PPT criterion [2, 16] according to which a state
is entangled if and only if the operation of partial trans-
position does not preserve its positivity. Concretely, we
have to analyze the time evolution of the Simon function
S(t) (13). For a thermal environment characterized by
the temperature T, we consider such diffusion coefficients,
for which

mωDxx =
Dpxpx

mω
=

λ

2
coth

ω

2kT
, Dxpx = 0,

m2ω2Dxy = Dpxpy
. (15)

This corresponds to the case when the asymptotic state
is a Gibbs state [18]. We consider two cases, according to
the type of the initial Gaussian state: 1) separable and
2) entangled.

1) To illustrate a possible generation of the entangle-
ment, we represent in Figures 1 and 2 the dependence
of function S(t) on time t and temperature T for a sep-
arable initial Gaussian state (initial unimodal squeezed
state and respectively a mixed state). We notice that,
according to Peres-Simon criterion, for relatively small
values of the temperature T, the initial separable state
(S(t) = 0) becomes entangled immediately or shortly af-
ter the initial moment of time t = 0. For relatively large
values of T, S(t) is strict positive and the state remains
separable for all times.

Depending on the environment temperature, we no-
tice three situations in the case of a generated entan-
glement: a) entanglement may persist forever, including
the asymptotic final state; b) there exist repeated col-
lapse and revival of entanglement; c) the entanglement is
created only for a short time, then it disappears and the
state becomes again separable. These situations depend
on the environment temperature. The entanglement of
the two modes can be generated from an initial sepa-
rable state during the interaction with the environment
only for certain values of mixed diffusion coefficient Dxpy

and dissipation constant λ.

2) The evolution of an entangled initial state is illus-
trated in Figures 3 and 4, where we represent the depen-
dence of function S(t) on time t and temperature T for
an entangled initial Gaussian state (unimodal squeezed
state and respectively a mixed state). We observe that
for relatively small values of T, the initial entangled state
remains entangled for all times. For relatively large val-
ues of temperature T, at some finite moment of time,
S(t) takes non-negative values and therefore the state
becomes separable. This is the so-called phenomenon of
entanglement sudden death. This phenomenon is in con-
trast to the loss of quantum coherence, which is usually
gradual [12, 20]. Depending on the values of the temper-
ature, it is also possible to have a repeated collapse and
revival of the entanglement.
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FIG. 1: Simon separability function S versus time t
and environment temperature T (via C ≡ coth ~ω

2kT
) for

λ = 0.1, Dxy = 0, Dxpy = 0.049 and separable
initial uni-modal squeezed state with initial correlations
σxx(0) = 3/4, σpxpx(0) = 1/3, σxpx(0) = σxy(0) =
σpxpy (0) = σxpy (0) = 0. We take m = ω = ~ = 1.
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FIG. 2: Same as in Figure 1, for a separable initial Gaussian
mixed state with initial correlations σxx(0) = 1, σpxpx(0) =
1/2, σxpx(0) = σxy(0) = σpxpy (0) = σxpy (0) = 0.

For Gaussian states, the measures of entanglement
of bipartite systems are based on some invariants con-
structed from the elements of the covariance matrix
[6, 10, 21]. In order to quantify the degrees of entangle-
ment of the infinite-dimensional bipartite system states
of the two oscillators it is suitable to use the logarithmic
negativity. For a Gaussian density operator, the loga-
rithmic negativity is completely defined by the symplec-
tic spectrum of the partial transpose of the covariance
matrix. It is given by L = max{0,− log2 2ν̃−}, where ν̃−
is the smallest of the two symplectic eigenvalues of the
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FIG. 3: Same as in Figure 1, for an entangled initial
uni-modal squeezed state with initial correlations σxx(0) =
3/4, σpxpx(0) = 1/3, σxpx(0) = 0, σxy(0) = 1/2, σpxpy (0) =
−1/2, σxpy (0) = 0.
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FIG. 4: Same as in Figure 1, for an entangled initial Gaussian
mixed state with initial correlations σxx(0) = 1, σpxpx(0) =
1/2, σxpx(0) = 0, σxy(0) = 1/2, σpxpy (0) = −1/2, σxpy (0) =
0.

partial transpose σ̃ of the 2-mode covariance matrix σ :

2ν̃2
∓ = ∆̃∓

√
∆̃2 − 4 det σ. (16)

Here ∆̃ is the symplectic invariant (seralian), given by
∆̃ = det A + det B − 2 det C.

In our model, the logarithmic negativity is calculated
as

L(t) = −1
2

log2[4f(σ(t))], (17)
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FIG. 5: Logarithmic negativity L versus time t and environ-
ment temperature T (via C ≡ coth ~ω

2kT
) for λ = 0.1, Dxy =

0, Dxpy = 0.049 and separable initial uni-modal squeezed
state with initial correlations σxx(0) = 3/4, σpxpx(0) =
1/3, σxpx(0) = σxy(0) = σpxpy (0) = σxpy (0) = 0. We take
m = ω = ~ = 1.

where

f(σ(t)) =
1
2
(det A + det B)− det C

−
([

1
2
(detA + det B)− detC

]2

− detσ(t)

)1/2

. (18)

It determines the strength of entanglement for L(t) > 0,
and if L(t) ≤ 0, then the state is separable.

In Figures 5-8 we represent the dependence of the log-
arithmic negativity L(t) on time and temperature for
the two types of the initial Gaussian state, separable or
entangled, previously considered when we analyzed the
time evolution of the Simon function S(t). As expected,
the logarithmic negativity has a behaviour similar to that
one of the Simon function in what concerns the char-
acteristics of the state of being separable or entangled
[20, 22–24]. Depending on the values of the mixed dif-
fusion coefficient and temperature, the initial state can
preserve for all times its initial property – separable or
entangled, and we can also notice the generation of entan-
glement when the logarithmic negativity L(t) becomes
strictly positive, or the collapse of entanglement (entan-
glement sudden death) at those finite moments of time
when the logarithmic negativity L(t) reaches zero value.
One can also observe a repeated collapse and revival of
the entanglement.
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FIG. 6: Same as in Figure 5, for a separable initial Gaussian
mixed state with initial correlations σxx(0) = 1, σpxpx(0) =
1/2, σxpx(0) = σxy(0) = σpxpy (0) = σxpy (0) = 0.
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FIG. 7: Same as in Figure 5, for an entangled initial
uni-modal squeezed state with initial correlations σxx(0) =
3/4, σpxpx(0) = 1/3, σxpx(0) = 0, σxy(0) = 1/2, σpxpy (0) =
−1/2, σxpy (0) = 0.

B. Asymptotic entanglement

From Eqs. (11) and (15) we obtain the following ele-
ments of the asymptotic matrices A(∞) = B(∞) :

mωσxx(∞) =
σpxpx(∞)

mω
=

1
2

coth
ω

2kT
, σxpx(∞) = 0

(19)
and of the entanglement matrix C(∞) :

σxy(∞) =
m2(λ2 + ω2)Dxy + mλDxpy

m2λ(λ2 + ω2)
, (20)

σxpy (∞) = σypx(∞) =
λDxpy

λ2 + ω2
, (21)
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FIG. 8: Same as in Figure 5, for an entangled initial Gaussian
mixed state with initial correlations σxx(0) = 1, σpxpx(0) =
1/2, σxpx(0) = 0, σxy(0) = 1/2, σpxpy (0) = −1/2, σxpy (0) =
0.

σpxpy (∞) =
m2ω2(λ2 + ω2)Dxy −mω2λDxpy

λ(λ2 + ω2)
. (22)

Then the Simon expression (13) takes the following form
in the limit of large times:

S(∞) =

[
1
4
(coth2 ω

2kT
− 1)− m2ω2D2

xy

λ2
+

D2
xpy

λ2 + ω2

]2

− D2
xpy

λ2 + ω2
coth2 ω

2kT
. (23)

For environments characterized by such coefficients that
the expression (23) of S(∞) is strictly negative, the
asymptotic final state is entangled. Just to give an ex-
ample, without altering the general feature of the sys-
tem, we consider the particular case Dxy = 0. Then, for
a given temperature T, we obtain that S(∞) < 0, i.e.
the asymptotic final state is entangled, for the following
range of values of the mixed diffusion coefficient Dxpy :

coth
ω

2kT
− 1 <

2Dxpy√
λ2 + ω2

< coth
ω

2kT
+ 1. (24)

We remind that, according to inequalities (5), the coeffi-
cients have to fulfill also the constraint

λ

2mω
coth

ω

2kT
≥ Dxpy . (25)

If the coefficients do not fulfil the double inequality (24),
then S(∞) ≥ 0 and the asymptotic state of the consid-
ered system is separable.

The asymptotic logarithmic negativity has the form

L(∞) = − log2

∣∣∣∣coth
ω

2kT
− 2Dxpy√

λ2 + ω2

∣∣∣∣ . (26)
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It depends only on the mixed diffusion coefficient, dissi-
pation constant and temperature, and does not depend
on the initial Gaussian state.

IV. SUMMARY

In the framework of the theory of open quantum sys-
tems based on completely positive quantum dynamical
semigroups, we investigated the Markovian dynamics of
the quantum entanglement for a subsystem composed of
two noninteracting modes embedded in a thermal envi-
ronment. By using the Peres-Simon necessary and suf-
ficient criterion for separability of two-mode Gaussian
states, we have described the evolution of entanglement
in terms of the covariance matrix for Gaussian input
states. For some values of diffusion and dissipation coef-
ficients and of environment temperature, the state keeps
for all times its initial type: separable or entangled. In
other cases, entanglement generation or entanglement
suppression (entanglement sudden death) take place or
even one can notice repeated collapse and revival of en-

tanglement. The dynamics of the quantum entanglement
is sensitive to the initial states and the parameters char-
acterizing the environment (diffusion and dissipation co-
efficients and temperature). We have also shown that,
independent of the type of the initial state - separable
or entangled, for certain values of temperature, the ini-
tial state evolves asymptotically to an equilibrium state
which is entangled, while for other values of temperature
the asymptotic state is separable. We described also the
time evolution of the logarithmic negativity, which char-
acterizes the degree of entanglement. For a given tem-
perature, we determined the range of mixed diffusion co-
efficients for which the entanglement exists in the limit
of long times.
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The problem of quantum description of extended particles is discussed. The two possible ap-
proaches are suggested. The first one uses the soliton solutions for the description of particles’
structure and the second one introduces the elementary length `0 and so-called Ostrogradsky dy-
namics. Stochastic realization of the wave function in quantum mechanics, with the inclusion of
soliton representation of extended particles, is discussed. Entangled solitons construction being in-
troduced in the nonlinear spinor field model, the Einstein—Podolsky—Rosen (EPR) correlation is
calculated and shown to coincide with the quantum mechanical one for the spin–1/2 particles.
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I. INTRODUCTION. WAVE—PARTICLE
DUALISM AND SOLITONS

As is well known the realistic particles (electrons, nu-
cleons, mesons) are extended, i. e. they have an internal
structure. How is it possible to give the quantum descrip-
tion of such objects? Einstein and de Broglie thought
this goal to be achieved within the scope of nonlinear
field theory using special soliton-like solutions to the field
equations. We show that the quantum description of soli-
tons can be realized via special stochastic representation
of the wave function.

As a first motivation for introducing stochastic rep-
resentation of the wave function let us consider the de
Broglie plane wave

ψ = Ae−ıkx = Ae−ıωt+ı(kr) (1)

for a free particle with the energy ω, momentum k, and
mass m, when the relativistic relation

k2 = ω2 − k2 = m2 (2)

holds (in natural units ~ = c = 1).
Suppose, following L. de Broglie [1, 2] and A. Ein-

stein [3], that the structure of the particle is described by
a regular bounded function u(t, r), which is supposed to
satisfy some nonlinear equation with the Klein—Gordon

∗ykamalov@rambler.ru
†soliton4@mail.ru

linear part. Let `0 = 1/m be the characteristic size of the
soliton solution u(t, r) moving with the velocity v = k/ω.

Now it is worth-while to underline the remarkable fact
behind this research [4], namely, the possibility to repre-
sent the de Broglie wave (1) as the sum of solitons located
at nodes of a cubic lattice with the spacing a� `0:

Ae−ıkx =
∑
d

u(t, r + d), (3)

where d marks the positions of lattice nodes. To show the
validity of (3) one can take into account the asymptotic
behavior of the soliton in its tail region:

u(x) =
∫

d4k e−ıkxg(k)δ(k2 −m2) (4)

and then use the well-known formula

∑
d

eı(kd) =
(

2π
a

)3

δ(k), (5)

implying that

A =
(

2π
a

)3
g(m)
2m

.

The formula (3) gives a simple illustration of the wave—
particle dualism, showing that the de Broglie wave char-
acterizes the assemblage of particles—solitons.
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II. D. BOHM’S PRINCIPLE OF NONLINEAR
RESONANCE AND ITS GRAVITATIONAL

MECHANISM

As a point of departure we consider the following prob-
lem posed by D. Bohm. Many years ago he discussed
in his book [5] the possible relation between the wave—
particle dualism in quantum mechanics and nonlinearity
of fundamental equations in future theory of elementary
particles. To represent the line of D. Bohm’s thought, let
us consider in Minkowsky space—time a simple scalar
field model given by the Lagrangian density

L = ∂iφ
∗∂jφ η

ij − (mc/~)2 φ∗φ+ F (φ∗φ) . (6)

Here φ designates complex scalar field, i, j = 0, 1, 2,
3; ηij = diag(1,−1,−1,−1), and the nonlinear function
F (s) behaves at s→ 0 as sn, n¿1, to guarantee the exis-
tence of particle-like solutions to the corresponding field
equations, that is describing localized regular configura-
tions possessing finite energy. In particular, the choice
F (s) = g s3/2, g¿0, in (6) corresponds to the well-known
Synge model [6], which is popular in nuclear physics and
admits stationary radial solutions of the form

φ0 = u(r) exp(−ıωt), r = |r| . (7)

The radial function u(r) in (7) is regular and exponen-
tially decreases at space infinity, thus implying the finite-
ness of the energy

E =
∫
d3xT 0

0 (φ0), (8)

where T ij stands for the energy—momentum tensor of the
field model in question. Moreover, it can be shown that
the non-nodal configuration, for which u(r) ¿0, turns out
to be stable in the Lyapunov’s sense, if the charge of the
configuration is fixed [7]. This fact implies the existence
of slightly perturbed soliton solutions similar to (7):

φ = φ0 + ξ(t, r). (9)

It should be stressed that the perturbation ξ in (9) ap-
pears to be small with respect to φ0 in the region of
soliton’s localization only, though in the “tail” region of
the soliton (i. e. far from its center) the function φ0 is
small, so one can put φ = ξ.

D. Bohm posed the following question: Does there
exist any nonlinear field model, for which the asymp-
totic behavior of the perturbed soliton solution, at large
distances from the soliton’s center, would represent the
oscillations with the characteristic frequency ω = E/~?
In other words, for the model in question the principal
Fourier amplitude of the field φ ≈ ξ at large distances
r → ∞ should correspond to the frequency ω related to
the soliton’s energy (8) via the Planck—de Broglie for-
mula

E = ~ω. (10)

This property will be called the Bohm’s principle of
nonlinear resonance.

As one can see from (6), the field equation at space in-
finity, where φ→ 0, reduces to the linear Klein—Gordon
equation (

�− (mc/~)2
)
φ = 0. (11)

Therefore, the relation (10) can be satisfied for the soli-
tons with the single energy E = mc2, determined by the
fixed mass m represented in (6). Thus, we conclude that
the universality of the Planck—de Broglie relation (10)
appears to be broken for the model (6), that forces us to
modify the latter one. Taking into account that the fre-
quency in (10) is determined by the mass of the localized
system, it seems natural to use in the new modified model
the proper gravitational field of the soliton—particle, in
view of the fact that its asymptotic behavior at space
infinity is also determined by the mass of the system.
Finally, it is suggested to search for the answer to the
Bohm’s question in the self-consistent gravitational the-
ory [8, 9].

The new model will be described by the Lagrangian
density L = Lg + Lm, where Lg = c4R/(16πG) corre-
sponds to the Einstein gravitational theory and Lm is
written as follows:

Lm = ∂iφ
∗∂jφ g

ij − I(gij)φ∗φ+ F (φ∗φ). (12)

The crucial point in this scheme is the constructing of
the invariant I(gij), which should depend on the metric
tensor gij of the Riemannian space—time in such a man-
ner that in the vicinity of the soliton with a mass m the
following relation took place:

lim
r→∞

I(gij) = (mc/~)2. (13)

It can be easily seen that due to (13) one finds at space
infinity the universal equation (11), which is valid for the
soliton configuration with an arbitrary mass m.

To show the existence of the invariant I with the
property (13), one could construct it through the Rie-
mann curvature tensor Rijkl and its covariant derivatives
Rijkl;n:

I = (I4
1/I

3
2 )c6~−2G−2, (14)

where G stands for the Newton gravitational constant
and invariants I1, I2 have the form:

I1 = RijklR
ijkl/48, I2 = −Rijkl;nRijkl;n/432.

Calculating Rijkl and invariants I1, I2 via the
Schwarzschild metric at large distance r from the soliton’s
center, that seems reasonable for the island-like systems,
one finds

I1 = G2m2/(c4r6); I2 = G2m2/(c4r8). (15)

Thus, the relations (14) and (15) imply the desirable
property (13) and the validity of the Bohm’s principle of
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nonlinear resonance in its gravitational realization, that
is the Planck—de Broglie wave—particle dualism relation
(10) holds for all massive particles described by regular
localized field configurations.

Now the next problem arises: to prove the consis-
tency of the Einstein—de Broglie solitonian scheme, com-
plemented by the Bohm’s nonlinear resonance principle,
with the main axioms of quantum mechanics. This prob-
lem was discussed in the works [11, 16? ] and it was
shown that in the limit of point-like particles the main
quantum postulates could be retained. In particular, it
turned out that on the base of solitonian field configura-
tions one could build the analog of the probability am-
plitude (wave function) and the mean values of physical
observables could be calculated as scalar products in a
suitable Hilbert space with the stochastic properties.

III. RANDOM HILBERT SPACE

The shortest way to get the stochastic representation
of quantum mechanics is to modify the formula (3). This
can be easily performed if one admits that the locations of
solitons’ centers are not regular nodes of the cubic lattice
but some randomly chosen points. To realize this pre-
scription, suppose that a field φ describes n particles—
solitons and has the form

φ(t, r) =
n∑
k=1

φ(k)(t, r), (16)

where

suppφ(k) ∩ suppφ(k′) = 0, k 6= k′,

and the same for the conjugate momenta

π(t, r) = ∂L/∂φt =
n∑
k=1

π(k)(t, r), φt = ∂φ/∂t.

Let us define the auxiliary functions

ϕ(k)(t, r) =
1√
2

(νkφ(k) + ıπ(k)/νk) (17)

with the constants νk satisfying the normalization condi-
tion

~ =
∫

d3x |ϕ(k)|2. (18)

Now we define the analog of the wave function in the
configurational space R3n 3 x = {r1, . . . , rn} as follows:

ΨN (t, r1, . . . , rn) = (~nN)−1/2
N∑
j=1

n∏
k=1

ϕ
(k)
j (t, rk), (19)

where N � 1 stands for the number of trials (observa-
tions) and ϕ

(k)
j is the one-particle function (7) for the

j–th trial.

Now we intend to show that the quantity

ρN =
1

(4∨)n

∫
(4∨)n⊂R3n

d3nx |ΨN |2 ,

where 4∨ is the elementary volume which is supposed to
be much greater than the proper volume of the particle
`0

3 = ∨0 � 4∨, plays the role of coordinate probability
density. To this end let us calculate the following integral:

(4∨)n ρN ≡
∫

(4∨)n

d3nx |ΨN |2 = (~nN)−1

 N∑
i=1

aii +
N∑

i 6=j=1

aij

 ,

where the denotation is used

aij = 1
2

n∏
k=1

∫
4∨

d3x
(
ϕ
∗(k)
i ϕ

(k)
j + ϕ

∗(k)
j ϕ

(k)
i

)
.

Taking into account (19), one gets

(4∨)n ρN = (~nN)−1 (~n4N + S) , S =
∑
i 6=j

aij ,

(20)
with 4N standing for the number of trials for which the
centers of particles—solitons were located in (4∨)n.

It is worth-while to remark that due to independence
of trials and arbitrariness of initial data and, in particu-
lar, of the phases of the functions ϕ(k)

i , one can consider
the entities aij for i 6= j as independent random vari-
ables with zero mean values. This fact permits to use
the Chebyshev’s inequality [10] for estimating the prob-
ability of the events, for which |S| surpasses ~n4N :

P (|S| > ~n4N) ≤ (~n4N)−2 〈
S2
〉
. (21)

On the other hand, in view of trials’ independence one
gets 〈

S2
〉

=
∑
i 6=j

〈
a2
ij

〉
. (22)

Now one can take into account that the wave packets
ϕ

(k)
i are effectively overlapped if their centers belong to

the proper volume domain ∨0. This property permits to
deduce from (19) and (22) the estimate〈

S2
〉
≤ αn~2n 4N

(4∨)n
∨0

n4N, (23)

where α ∼ 1 is the “packing” factor for the nearest neigh-
bors. Inserting (23) into (22), one finds the following
estimate:

P (|S| > ~n4N) < (α ∨0 /4∨)n � 1. (24)

Applying the estimate (24) to (20), one can state that
with the probability close to unity the following relation
holds:

(4∨)n ρN = 4N/N, (25)
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signifying that the construction (19) plays the role of the
probability amplitude for the coordinate distribution of
solitons’ centers, with ρN in (25) being the corresponding
probability density.

Now let us consider the measuring procedure for some
observable A corresponding, due to E. Noether’s theo-
rem, to the symmetry group generator M̂A. For exam-
ple, the momentum P is related with the generator of
space translation M̂P = −ı5, the angular momentum L
is related with the generator of space rotation M̂L = J
and so on. As a result one can represent the classical
observable Aj for the j—th trial in the form

Aj =
∫

d3xπjıM̂Aφj =
n∑
k=1

∫
d3xϕ

∗(k)
j M̂

(k)
A ϕ

(k)
j .

The corresponding mean value is

E(A) ≡ 1
N

N∑
j=1

Aj =
1
N

N∑
j=1

n∑
k=1

∫
d3xϕ

∗(k)
j M̂

(k)
A ϕ

(k)
j

=
∫

d3nxΨ∗N ÂΨN +O(
∨0

4∨
), (26)

where the Hermitian operator Â reads

Â =
n∑
k=1

~M̂ (k)
A . (27)

Thus, up to the terms of the order ∨0/4∨ � 1, we ob-
tain the standard quantum mechanical rule (26) for the
calculation of mean values [11, 12].

It is interesting to underline that the solitonian scheme
in question contains also the well-known spin—statistics
correlation [9]. Namely, if ϕ(k)

j is transformed under
the rotation by irreducible representation D(J) of SO(3),
with the weight J , then the transposition of two identi-
cal extended particles is equivalent to the relative 2π–
rotation of ϕ

(k)
j , that gives the multiplication factor

(−1)2J in ΨN . To show this property, suppose that our
particles are identical, i. e. their profiles ϕ(k)

j may differ
in phases only. Therefore, the transposition of the parti-
cles with the centers at r1 and r2 means the π–rotation
of 2–particle configuration around the median axis of the
central vector line r1 − r2. However, due to extended
character of the particles, to restore the initial configura-
tion, one should perform additional proper π–rotations
of the particles. The latter operation being equivalent
to the relative 2π–rotation of particles, one concludes
that it results in aforementioned multiplication of ΨN by
(−1)2J . Under the natural supposition that the weight
J is related with the spin of particles—solitons, one in-
fers that the many–particles wave function (19) should
be symmetrical under the transposition of the two iden-
tical particles if the spin is integer, but antisymmetrical
if the spin is half-integer (the Pauli principle).

Thus, we conclude that in the solitonian scheme
the spin—statistics correlation stems from the extended

character of particles—solitons. However, the particles in
quantum mechanics being considered as point-like ones,
it appears inevitable to include the transpositional sym-
metry of the wave function as the first principle (cf.
Hartree—Fock receipt for Fermions).

It can be also proved that ΨN up to the terms of order
∨0/4∨ satisfies the standard Schrödinger equation [9].
To this end it is worth-while to underline that, in ac-
cordance with the Bohm’s nonlinear resonance princi-
ple (13), in the vicinity of the k–th particle the Klein—
Gordon equation (11) with the particle’s mass mk is sat-
isfied. However, at large distances the same equation (11)
is valid but with the mass M , equal to the total mass of
the system. In view of this fact, it is useful to divide the
field configuration ϕ(k) into two parts as follows:

ϕ(k) = ϕ
(k)
0 + ϕ(k)

∞ , (28)

where ϕ
(k)
0 describes the nearest structure (highly de-

creasing function) and ϕ(k)
∞ describes the far one (slightly

decreasing function). According to (11), in the proper
reference frames of the k–th particle and of the total sys-
tem respectively, one finds the following time behavior of
these functions:

ϕ
(k)
0 ∼ e−ımkc

2t/~, ϕ(k)
∞ ∼ e−ıMc2t/~. (29)

Inserting (28) in (19), one gets for rj →∞

n∏
k=1

ϕ(k) =
n∏
k=1

(
ϕ

(k)
0 + ϕ(k)

∞

)
≈ ϕ(k)

∞

∏
k 6=j

ϕ
(k)
0 . (30)

In view of (29) and (30) one concludes that at rj →∞

ΨN ∼ e−ıMc2t/~. (31)

On the other hand, given the field Hamiltonian H[φ, π]
of the system, one can write the field equations in the
canonical form, that results in the evolution law of ϕ(k):

ı∂tϕ
(k) = δH/δϕ∗(k). (32)

Therefore, combining (19) and (32), one gets the evolu-
tion equation for ΨN :

ı~ ∂tΨN = ~
n∑
k=1

N∑
j=1

δH

δϕ
∗(k)
j

∂ΨN

∂ϕ
(k)
j

≡ ĤΨN , (33)

which has the standard quantum mechanical form with
some generalized Hamilton operator Ĥ. As follows from
(31), the operator Ĥ has the sense of the total energy
operator of the system in question. Taking into account
the estimate (24), one can ascertain that with the prob-
ability close to the unity the equation (33) is equivalent
to some linear evolution equation for the probability am-
plitude [11].

Now we prove that in the nonrelativistic limit this
equation should coincide with the Schrödinger equation
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for the system of n particles. In fact, according to (11)
in the vicinity of the k–th particle the following equation
holds:

�ϕ(k) = (mkc/~)2ϕ(k) + Uk(φ, π),

which after the substitution

ϕ(k) = u(k)e−ımkc
2t/~

reduces, in the nonrelativistic limit, to the equation

ı~ ∂tu(k) ≈ − ~2

2mk
4ku(k) + U ′k,

where U ′k stands for an effective interaction potential.
Therefore, the function

ψN = ΨN exp

(
n∑
k=1

ımkc
2t/~

)

satisfies the standard n–particle Schrödinger equation.
Now it is worth-while to discuss the evidence of wave

properties of particles in solitonian scheme. To verify
the fact that solitons can really possess wave proper-
ties, the gedanken diffraction experiment with individ-
ual electrons—solitons was realized. Solitons with some
velocity were dropped into a rectilinear slit, cut in the
impermeable screen, and the transverse momentum was
calculated which they gained while passing the slit, with
the width of the latter significantly exceeded the size of
the soliton. As a result, the picture of distribution of the
centers of scattered solitons was restored on the registra-
tion screen, by considering their initial distribution to be
uniform over the transverse coordinate. It was clarified
that though the center of each soliton fell into a defi-
nite place of the registration screen (depending on the
initial soliton profile and the point of crossing the plane
of the slit by the soliton’s center), the statistical picture
in many ways was similar to the well-known diffraction
distribution in optics, i. e. the Fresnel’s picture at short
distances from the slit and the Fraunhofer’s one at large
distances [13, 14].

Various aspects of the fulfillment of the quantum me-
chanics correspondence principle for the Einstein—de
Broglie’s solitonian model were discussed in the works [9,
11, 12].In these papers it was shown that in the frame-
work of the solitonian model all quantum postulates were
regained in the limit of point particles, so that from the
physical fields one can build the amplitude of probability
and the average can be calculated as a scalar product in
the Hilbert space by introducing the corresponding quan-
tum operators for observables. The fundamental role of
the gravitational field in the de Broglie—Einstein solito-
nian scheme was discussed in [9]. The solitonian model
of the hydrogen atom was developed in [15, 16]. The dy-
namics of solitons in external fields was discussed in the
paper [17].

As a result we obtain the stochastic realization (19) of
the wave function ΨN which can be considered as an el-
ement of the random Hilbert space Hrand with the scalar
product

(ψ1, ψ2) = M(ψ∗1ψ2), (34)

with M standing for the expectation value. As a rude
simplification one can admit that the averaging in (34) is
taken over random characteristics of particles—solitons,
such as their positions, velocities, phases, and so on. It
is important to underline once more that the correspon-
dence with the standard quantum mechanics is retained
only in the point–particle limit (4∨ � ∨0) for N →∞.
To show this [11, 12], one can apply the central limit the-
orem [10, 18] stating that for N →∞ the wave function
ΨN (t,x) behaves as the Gaussian random field with the
variance

σ2 = ρ(t,x), x ∈ R3n, (35)

where ρ(t,x) stands for the probability density (partition
function) of solitons’ centers in R3n.

Random Hilbert spaces being widely exploited in
mathematical statistics [19], for quantum applications
they were first used by N. Wiener in [20]. To illustrate the
line of Wiener’s argument, we recall the general scheme
of introducing various representations in quantum me-
chanics.

Let |ψ〉 be a state vector in the Hilbert space H and
Â be a self-conjugate operator with the spectrum σ(Â).
Then the a–representation is given by the wave function

ψ(a) = 〈a|ψ〉,

where

Â|a〉 = a|a〉, a ∈ σ(Â).

In particular, the famous Schrödinger coordinate q–
representation is given by the wave function

ψ(q) = 〈q|ψ〉 =
∑
n

〈q|n〉〈n|ψ〉, (36)

with |n〉 being some complete set of state vectors in H.
Wiener considered the real Brownian process x(s, α)

in the interval [0, 1] 3 s, where α ∈ [0, 1] is the general-
ized index of the Brownian trajectory and the correlation
reads ∫ 1

0

dαx(s, α)x(s′, α) = min (s, s′). (37)

To obtain the quantum mechanical description, Wiener
defined the complex Brownian process

z(s|α, β) =
1√
2

[x(s, α) + ı y(s, β)] ; α, β ∈ [0, 1], (38)
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and using the natural mapping R3 → [0, 1], for the par-
ticle in R3, constructed the stochastic representation of
the wave function along similar lines as in (36):

〈α, β|ψ〉 =
∫
s∈[0,1]

dz(s|α, β)ψ(s), (39)

with the obvious unitarity property∫ 1

0

ds |ψ(s)|2 =
∫∫

[0,1]2

dα dβ|〈α, β|ψ〉|2

stemming from (37).

IV. ENTANGLED SOLITONS AND EPR
CORRELATIONS

In the sequel we shall consider the special case of two–
particle configurations (n = 2), corresponding to the sin-
glet state of two spin–1/2 particles. In quantum mechan-
ics these states are described by the spin wave function
of the form

ψ12 =
1√
2

(|1 ↑〉 ⊗ |2 ↓〉 − |1 ↓〉 ⊗ |2 ↑〉) (40)

and are known as entangled states. The arrows in (40)
signify the projections of spin ±1/2 along some fixed di-
rection. In the case of the electrons in the famous Stern—
Gerlach experiment this direction is determined by that
of an external magnetic field. If one chooses two different
Stern—Gerlach devices, with the directions a and b of
the magnetic fields, denoted by the unit vectors a and b
respectively, one can measure the correlation of spins of
the two electrons by projecting the spin of the first elec-
tron on a and the second one on b. Quantum mechanics
gives for the spin correlation function the well-known ex-
pression

P (a, b) = ψ+
12(σa)⊗ (σb)ψ12, (41)

where σ stands for the vector of Pauli matrices σi, i =
1, 2, 3. Putting (40) into (41), one easily gets

P (a, b) = −(ab). (42)

The formula (42) characterizes the spin correlation in
the Einstein—Podolsky—Rosen entangled singlet states
and is known as the EPR–correlation. As was shown by
J. Bell [21], the correlation (42) can be used as an efficient
criterium for distinguishing the models with the local
(point-like) hidden variables from those with the nonlo-
cal ones. Namely, for the local-hidden-variables theories
the EPR–correlation (42) is broken.

It would be interesting to check the solitonian model,
shortly described in the beforehand points, by applying
to it the EPR–correlation criterium. To this end let us

first describe the spin–1/2 particles as solitons in the non-
linear spinor model of Heisenberg—Ivanenko type con-
sidered in the works [22, 23]. The soliton in question is
described by the relativistic 4–spinor field ϕ of stationary
type

ϕ =
[
u
v

]
e−ıωt, (43)

satisfying the equation(
ıγk∂k − `−1

0 + λ(ϕ̄ϕ)
)
ϕ = 0, (44)

where u and v denote 2–spinors, k runs Minkowsky space
indices 0, 1, 2, 3; `0 stands for some characteristic length
(the size of the particle—soliton), λ is the self-coupling
constant, ϕ̄ ≡ ϕ+γ0, γk are the Dirac matrices. The
stationary solution to the equation (44) can be obtained
by separating variables in spherical coordinates r, ϑ, α
via the substitution

u =
1√
4π
f(r)

[
1
0

]
, v =

ı√
4π
g(r)σr

[
1
0

]
, (45)

where σr = (σr)/r. Inserting (45) into (44), one finds

ω

c
u+ ı(σ5)v − `−1

0 u+
λ

4π
(
f2 − g2

)
u = 0,

ω

c
v + ı(σ5)u− `−1

0 v +
λ

4π
(
f2 − g2

)
v = 0.

In view of (45) one gets

ı(σ5)v = − 1√
4π

(
g′ +

2
r
g

)[
1
0

]
,

ı(σ5)u = − ı√
4π
f ′σr

[
1
0

]
.

Finally, one derives the following ordinary differential
equations for the radial functions f(r) and g(r):(

g′ +
2
r
g

)
=
(ω
c
− `−1

0

)
f +

λ

4π
(
f2 − g2

)
f,

−f ′ =
(ω
c

+ `−1
0

)
g +

λ

4π
(
f2 − g2

)
g.

As was shown in the papers [22, 23], these equations ad-
mit regular solutions, if the frequency parameter ω be-
longs to the interval

0 < ω < c/`0. (46)

The behavior of the functions f(r) and g(r) at r → 0 is
as follows:

g(r) = C1r, f = C2, f ′ → 0,

where C1, C2 denote some integration constants. The
behavior of solutions far from the center of the soliton, i.
e. at r →∞, is given by the relations:

f =
A

r
e−νr, g = −f

′

B
,
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where

ν =
(
`−2
0 − ω2/c2

)1/2
, B = `−1

0 + ω/c.

If one chooses the free parameters `0 and λ of the model
to satisfy the normalization condition (similar to (19))

∫
d3xϕ+ϕ =

∞∫
0

dr r2
(
f2 + g2

)
= ~, (47)

then the spin of the soliton reads

S =
∫
d3xϕ+Jϕ =

~
2
ez, (48)

where ez denotes the unit vector along the Z–direction,
J stands for the angular momentum operator

J = −ı[r5] +
1
2
σ ⊗ σ0, (49)

and σ0 is the unit 2× 2–matrix.
Now it is worth-while to show the positiveness of the

energy E of the spin–1/2 soliton. The energy E is given
by the expression

E = c

∫
d3x

[
−ıϕ+(α5)ϕ+ `−1

0 ϕ̄ϕ− λ

2
(ϕ̄ϕ)2

]
, (50)

where α = σ⊗σ1. The positiveness of the functional (50)
emerges from the virial identities characteristic for the
model in question. In fact, the equation for the stationary
solution (43) can be derived from the variational principle
based on the Lagrangian of the system

L = −E +
∫
d3xωϕ+ϕ. (51)

Performing the two-parameters scale transformation of
the form ϕ(x) → αϕ(βx), one can derive from (51) and
the variational principle δL = 0 the following two virial
identities, which are valid for any regular stationary so-
lution to the field equation (44):∫

d3x
[
ı
2
3
ϕ+(α5)ϕ+

ω

c
ϕ+ϕ− `−1

0 ϕ̄ϕ+
λ

2
(ϕ̄ϕ)2

]
= 0,

(52)∫
d3x

[
ıϕ+(α5)ϕ+

ω

c
ϕ+ϕ− `−1

0 ϕ̄ϕ+ λ(ϕ̄ϕ)2
]

= 0.

(53)

Using (52) and (53), one can express some sign-changing
integrals through those of definite sign:∫

d3x
[
−ı1

3
ϕ+(α5)ϕ

]
=
λ

2

∫
d3x (ϕ̄ϕ)2, (54)∫

d3x
[
`−1
0 ϕ̄ϕ+

λ

2
(ϕ̄ϕ)2

]
=
ω

c

∫
d3xϕ+ϕ. (55)

Using the identities (54) and (55), one can represent the
energy (50) of the soliton as follows:

E = c

∫
d3x

[
`−1
0 ϕ̄ϕ+ λ(ϕ̄ϕ)2

]
= ω

∫
d3xϕ+ϕ = ~ω,

(56)
where the normalization condition (47) was taken into
account. Thus, one concludes, in the connection with
(46) and (56), that the energy of the stationary spinor
soliton (43) in the nonlinear model (44) turns out to be
positive. Moreover, one can see that (56) is equivalent to
the Planck—de Broglie wave—particle dualism relation
(11).

Now let us construct the two–particles singlet config-
uration on the base of the soliton solution (43). First of
all, in analogy with (40), one constructs the entangled
solitons configuration endowed with the zero spin:

ϕ12 =
1√
2

[
ϕ↑1 ⊗ ϕ

↓
2 − ϕ

↓
1 ⊗ ϕ

↑
2

]
, (57)

where ϕ↑1 corresponds to (45) with r = r1, and ϕ↓2
emerges from the above solution by the substitution

r1 → r2,

[
1
0

]
→
[

0
1

]
that corresponds to the opposite projection of spin on
the Z–axis. In virtue of the orthogonality relation for
the states with the opposite spin projections, one eas-
ily derives the following normalization condition for the
entangled solitons configuration (57):∫

d3x1

∫
d3x2 ϕ

+
12ϕ12 = ~2. (58)

Now it is not difficult to find the expression for the
stochastic wave function (20) for the singlet two–solitons
state:

ΨN (t, r1, r2) =
(
~2N

)−1/2
N∑
j=1

ϕ
(j)
12 , (59)

where ϕ(j)
12 corresponds to the entangled soliton configu-

ration in the j–th trial.
Our final step is the calculation of the spin correlation

(41) for the singlet two–soliton state. In the light of the
fact that the operator σ in (41) corresponds to the twice
angular momentum operator (49), one should calculate
the following expression:

P ′(a,b) = M
∫

d3x1

∫
d3x2 Ψ+

N2 (J1a)⊗ 2 (J2b) ΨN ,

(60)
where M stands for the averaging over the random phases
of the solitons. Inserting (59) and (49) into (60), using
the independence of trials j 6= j′ and taking into account
the relations:

J+ϕ
↑ = 0, J3ϕ

↑ =
1
2
ϕ↑, J−ϕ

↑ = ϕ↓,

J−ϕ
↓ = 0, J3ϕ

↓ = −1
2
ϕ↓, J+ϕ

↓ = ϕ↑,
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where J± = J1 ± ıJ2, one easily finds that

P ′(a,b) = −~−2 (ab)

 ∞∫
0

dr r2
(
f2 + g2

)2

= − (ab) .

(61)
Comparing the correlations (61) and (42), one remarks
their coincidence, that is the solitonian model satisfies
the EPR–correlation criterium.

V. CONCLUSION. OSTROGRADSKY
DYNAMICS AND FEYNMAN’S TRANSITION

AMPLITUDES

If the existence of the minimal elementary length `0
is supposed, then the continuous analysis should be re-
placed by the discrete one. Therefore, the field equations
should be replaced by the system of dynamical equations
for the values of the field function u(xi, t) = qi(t) at the

nodes of the space lattice. If one eliminates all variables
qi beside the single one q(t) = u(0, t), then there appears
the infinite order differential equation corresponding to
the so-called Ostrogradsky dynamics. In this case the
Lagrangian L = L(q, q̇, q̈, ..., q(n), ...) depends on higher
derivatives of coordinates with respect to time. In gen-
eralized dynamics suggested by M.V. Ostrogradsky the
motion is described by the infinite-components vector
α = α(q, q̇, q̈, ..., q(n), ...). In quantum theory the cor-
responding Feynman’s transition amplitude becomes

〈α1|α2〉 =
∫
Dα exp(

ı

~

t2∫
t1

L[α]dt)

and contains functional integral over the higher deriva-
tives histories. The proposed scheme can also be applied
to the quantum description of extended particles as the
alternative to the solitonian approach.

[1] L. de Broglie, Les Incertitudes d’Heisenberg et
l’Interprétation Probabiliste de la Mécanique Ondu-
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Abstract

One of the crucial differences between mathematical models of classi-
cal and quantum mechanics is the use of the tensor product of the state
spaces of subsystems as the state space of the corresponding composite
system. (To describe an ensemble of classical composite systems one uses
random variables taking values in the Cartesian product of the state spaces
of subsystems.) We show that, nevertheless, it is possible to establish a
natural correspondence between the classical and quantum probabilistic
descriptions of composite systems. Quantum averages for composite sys-
tems (including entangled) can be represented as averages with respect to
classical random fields. It is essentially what Albert Einstein was dreamed
of. Quantum mechanics is represented as classical statistical mechanics
with infinite-dimensional phase space. While the mathematical construc-
tion is completely rigorous, its physical interpretation is a complicated
problem (which will not be discussed in this paper).

1 Introduction
Nowadays it is commonly accepted that the use of the tensor product of
the state spaces of subsystems as the state space of the corresponding
composite system is one of the main distinguishing features of QM. It
is especially important in quantum information theory where systems in
entangled states play an fundamental role.1 In this paper we do not discuss
extremely complicated problems related to interpretations of quantum
mechanics. We proceed in the purely mathematical framework.

There are known two models [6] for computations of averages for en-
sembles of composite systems: a) classical probability model (due to Kol-
mogorov [7]) based on integrals, b) quantum probability model (due to
von Neumann [8], see, e.g., [9], [10], [11] for the modern treatment of the
problem) based on traces of self-adjoint operators. We show that, in spite

1While it is sufficiently well studied mathematically, entanglement is still quite mysterious
physically. Its widely used interpretation as the evidence of “nonlocal correlations” can not be
considered as completely satisfactory, see, e.g., [1]- [5] for recent debates. Therefore clarifica-
tion of the structure of its mathematical description may have important consequences. This
paper is a step in this direction.
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of a rather common opinion, quantum correlations for observables on sub-
systems of a composite systems can be represented as correlations with
respect to a classical (Gaussian) random fields. Moreover, dynamics of
quantum correlations induced by Schrödinger’s equation can be reduced
to dynamics of correlations for a classical “prequantum” stochastic pro-
cesses.

The basic mathematical tool is theory of Gaussian random vectors
taking values in Hilbert spaces. Theory is essentially infinite-dimensional.
Thus the infinite dimension of the state space is the price of the classical
probabilistic description.

For non-composite systems theory has been developed in a series of au-
thor’s papers [12]- [18]. It is known under the name Prequantum Classical
Statistical Field Theory (PCSFT). In this theory ensembles of quantum
particles are represented by classical random fields, probability distribu-
tions on a Hilbert space. We remark that appealing to classical random
fields is rather common in various attempts to create a kind of classical
statistical mechanics which reproduces predictions of QM. We can men-
tion stochastic electrodynamics, e.g., [19], [22], or the semiclassical model,
e.g., [23]– [25]. Bohmian mechanics also contains a kind of classical field,
the pilot wave. However, in this model randomness is coupled to particles
and not to fields. The same can be said about Nelson’s stochastic QM
[26] and its generalization due to Mark Davidson [27], [28] as well as the
recent prequantum model of ‘t Hooft [29], [30], see also Thomas Elze [32].
Physically the present paper belongs to the domain of “quantum mechan-
ics as emergent phenomenon”, cf. mentioned papers of ‘t Hooft and Elze
as well as theory which was recently created by Adler [33].

However, as was already pointed, we prefer not to go in the debate
on a physical meaning of the proposed mathematical construction. Our
aim was to unify two mathematical descriptions of averages, classical and
quantum. This aim was approached via representation of quantum cor-
relations by Gaussian integrals over the Hilbert space H1 × H2, where
Hi.i = 1, 2, are the (Hilbert) state spaces of the subsystems. On the
other hand, we could not totally escape the interpretation problem. The
main message from our mathematical construction is that a quantum pure
state of a composite system should be considered not as a “state vector”
belonging to the tensor product H1 ⊗ H2, but as non-diagonal block of
an operator acting in the Cartesian product H1 × H2 see (16). This
operator, say D, is the covariance operator of the prequantum classical
random field. We remind that consideration of a density operator as the
covariance operator of the corresponding prequantum random process is
the crucial point of PCSFT, see [12]- [18]. In this paper we extend this
approach to composite systems.

We point out to another approach providing a possibility to represent
quantum averages by operating only with classical probability distribu-
tions, namely, quantum tomographic approach, see Manko et al. [34]-
[38]. Finally, we point to some commonality with studies which were per-
formed during the project on “constructive quantum field theory”, see,
e.g., Simon’s book [39]. Although we study QM and not QFT, but we op-
erate as well with measures and stochastic process in infinite-dimensional
spaces.
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2 Statistical models of classical and quan-
tum mechanics
Everywhere in this papers Hilbert spaces are separable. Let Hj , j = 1, 2,
be (real or complex) Hilbert spaces. We denote the space of bounded
linear operators from H1 to H2 by the symbol L(H1, H2). Let H be a (real
or complex) Hilbert space. We denote the space of self-adjoint bounded
operators in H by the symbol Ls(H).

2.1 Classical model
a). States are represented by points of some set M (state space).
b). Physical variables are represented by functions f : M → R be-

longing to some functional space V (M).2

c). Statistical states are represented by probability measures on M
belonging to some class S(M).

d). The average of a physical variable (which is represented by a func-
tion f ∈ V (M)) with respect to a statistical state (which is represented
by a probability measure p ∈ S(M)) is given by

< f >p≡
Z

M

f(φ)dp(φ). (1)

By using the language of probability theory we can say that there is given
a random vector φ(ω), where ω is a random parameter, taking values in
M. Then 〈f〉φ = Ef(φ(ω)) = 〈f〉p. Here and everywhere below E denotes
classical mathematical expectation (average).

If the state space M is a space of functions, e.g., M = L2(R
3), then

M -valued random vectors are called random fields. For each ω, φ(ω) is a
function of x ∈ R3 : φ(x, ω).

e). If systems Si, i = 1, 2, ..., k, have state spaces Mi, respectively, then
the composite system S = (Si)

k
i=1 has state space M = M1 × . . . ×Mk,

the Cartesian product of the state spaces Mi. Ensembles of S-systems
are described by random vectors in M : φ(ω) = (φ1(ω), . . . , φk(ω)) (or
equivalently by probability measures on M.) A trivial, but important,
remark is that in general components of φ(ω) are not independent. There
are nontrivial correlations between them. The best way to describe these
correlations is to use the covariance operator (it will be defined little bit
later).

A classical statistical model is a pair M = (S(M), V (M)).

2.2 Quantum case
Let H be a complex Hilbert space.

a). States (pure) are represented by classes of normalized vectors of
H with respect to the equivalence relation: ψ1 = eiθψ2.

a). Physical observables are represented by operators bA : H → H
of the class Ls(H). (To simplify considerations, we shall consider only
quantum observables represented by bounded operators.)

2The choice of a concrete functional space V (M) depends on various physical and mathe-
matical factors. In classical mechanics for systems with the finite number of degrees of freedom
M is chosen as the phase space R2n; V (M) is the space of smooth functions.
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b). Statistical states are represented by density operators. The class
of such operators is denoted by D(H).

d). Average of a physical observable (which is represented by the op-
erator bA ∈ Ls(H)) with respect to a statistical state (which is represented
by the density operator ρ ∈ D(H)) is given by von Neumann’s formula

< A >ρ≡ Tr ρbA (2)

e). If quantum systems Si, i = 1, 2, ..., k, have the state spaces Hi,
respectively, then the system S = (Si)

k
i=1 has the state spaceH1⊗. . .⊗Hk,

the tensor product of state spaces Hi.

The quantum statistical model is the pair Nquant = (D(H),Ls(H)).

At the first sight the gap between classical statistical mechanics and
quantum mechanics is huge [8]. Impossibility to reduce quantum averages
to classical averages is the main source of the great ideological difference
between classical and quantum probabilistic descriptions.

3 Gaussian measures on real and complex
Hilbert spaces

3.1 Real case
Let W be a real Hilbert space. Let A ∈ Ls(W ).

We start with derivation of the basic mathematical formula which was
used in [12]- [18]. We will calculate the Gaussian integral of the quadratic
form

fA(φ) = (Aφ, φ). (3)

Consider a σ-additive Gaussian measure p on the σ-field of Borel subsets
of W. This measure is determined by its covariance operator B : W →W
and mean value m ∈ W. For example, B and m determine the Fourier
transform of p

p̃(y) =

Z
W

ei(y,φ)dp(φ) = e
1
2 (By,y)+i(m,y), y ∈W.

In what follows we restrict our considerations to Gaussian measures with
zero mean value: (m, y) =

R
W

(y, ψ)dp(ψ) = 0 for any y ∈ W. Sometimes
there will be used the symbol pB to denote the Gaussian measure with the
covariance operator B and m = 0. We recall that the covariance operator
B is defined by its bilinear form

(By1, y2) =

Z
(y1, φ)(y2, φ)dp(φ), y1, y2 ∈W, (4)

and it has the following properties: a) B ≥ 0, i.e., (By, y) ≥ 0, y ∈ W ;
b) B is a self-adjoint operator, B ∈ Ls(W ); c) B is a trace-class operator
and Tr B =

R
W
||φ||2dp(φ). It is dispersion of the probability p. Thus for

Gaussian probability we have σ2(p) = Tr B. We remark that the list of
properties of the covariation operator of a Gaussian measure differs from
the list of properties of a von Neumann density operator only by one
condition: Tr ρ = 1, for a density operator ρ. Thus, for any covariance
operator B, its scaling B/TrB can be considered as a density operator.
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By using (4) we can easily find the Gaussian integral of the quadratic
form fA(φ) defined by (3):Z

W

fA(φ)dpB(φ) =

Z
W

(Aφ, φ)dpB(φ)

=

∞X
i,j=1

(Aei, ej)

Z
W

(ei, φ)(ej , φ)dpB(ψ) =

∞X
i,j=1

(Aei, ej)(Bei, ej),

where {ei} is some orthonormal basis in W. Thus
R

W
fA(φ)dpB(φ) =

Tr BA.

3.2 Complex case
Let Q and P be two copies of a real Hilbert space. Let us consider their
Cartesian product H = Q×P, “phase space,” endowed with the symplectic

operator J =

„
0 1
−1 0

«
. Consider the class of Gaussian measures (with

zero mean value) which are invariant with respect to the action of the
operator J ; denote this class S(H). It is easy to show that p ∈ S(H) if
and only if its covariance operator commutes with the symplectic operator,
[40].

As always, we consider complexification of H (which will be denoted
by the same symbol), H = Q⊕ iP. The complex scalar product is denoted
by the symbol 〈·, ·〉. We introduce the complex covariance operator of a
measure p on the complex Hilbert space H

〈Dy1, y2〉 =

Z
H

〈y1, φ〉〈φ, y2〉dp(φ).

We also consider the complex Fourier transform of p

p̃(y) =

Z
H

exp{i(〈y, φ〉+ 〈φ, y〉)}dp(φ). (5)

Any J-invariant Gaussian measure on H is determined by its complex
Fourier transform,[40]: p̃(y) = exp{−〈Dy, y〉}.

We remark that J-invariance is a strong constraint on the class of
Gaussian measures under consideration. Consider a measure p on the
Cartesian product H = Q× P. Its real covariance operator has the block
structure3

B =

„
B11 B12

B21 B22

«
, where B∗11 = B11, B

∗
22 = B22, B

∗
12 = B21. Con-

sider also its complex covariance operator D. It can be realized as acting
in the Cartesian product of two real Hilbert spaces and in such a represen-

tation it also has the block structure Dreal =

„
L C
−C L

«
. It was shown

in [40] that L = B11 + B22 and C = B12 − B21. It also was shown that
if measure is symplectically invariant then B11 = B22, B21 = −B12. Thus
in the latter case the complex and real covariance operators are coupled
in a simple way: Dreal = 2B.

3Little bit later we will use the block structure of the complex covariance operator for a
measure defined on the Cartesian product of two complex Hilbert spaces. The reader should
be careful and not mix these two totally different block structures!
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Lemma 1. For any measure p ∈ S(H) the following representation
takes placeZ

H

〈ξ1, φ〉〈η1, φ〉〈φ, ξ2〉〈φ, η2〉dp(φ) = 〈Dξ1, η2〉〈Dη1, ξ2〉+〈Dξ1, ξ2〉〈Dη1, η2〉

(6)
To prove this formula, one should differentiate the Fourier transform

(5) four times.

LetH1 andH2 be two complex Hilbert spaces and letD21 ∈ L(H1, H2), D12 ∈
L(H2, H1). Then D21 ⊗D12 ∈ L(H1 ⊗H2, H2 ⊗H1). Let us consider the
permutation operator σ : H2 ⊗H1 → H1 ⊗H2, σ(φ2 ⊗ φ1) = φ1 ⊗ φ2. We
remark that σ ∈ L(H2 ⊗H1, H1 ⊗H2).

Let p be a measure on the Cartesian product H1 ×H2 of two Hilbert
spaces. Then its covariance operator has the block structure

D =

„
D11 D12

D21 D22

«
, (7)

where Dii : Hi → Hi and Dij : Hj → Hi. The operator is self-adjoint.
Hence D∗ii = Dii, and D∗12 = D21.

Let H be a complex Hilbert space and let bA ∈ L(H,H). We con-
sider its quadratic form (which will play an important role in our further
considerations)

φ→ fA(φ) = 〈 bAφ, φ〉.
We make a trivial, but ideologically important remark: fA : H → H, is a
“usual function” which is defined point wise.

In the same way as in the real case we prove the equalityZ
H

fA(φ)dpD(φ) = Tr DA (8)

Theorem 1. Let p ∈ S(H1 × H2) with the (complex) covariance
operator D and let bAi ∈ L(Hi, Hi), i = 1, 2. ThenZ

H1×H2

fA1(φ1)fA2(φ2)dp(φ) = TrD11
bA1 TrD22

bA2 + TrD12
bA2D21

bA1

(9)

This theorem is a consequence of the following general result:
Lemma 2. Let p ∈ S(H) with the (complex) covariance operator D

and let bAi ∈ L(H,H), i = 1, 2. ThenZ
H

fA1(φ)fA2(φ)dp(φ),= TrD bA1TrD bA2 + TrD bA2D bA1. (10)

Proof. By Lemma 1 the integral can be represented as

I =
X
i1j1

X
i2j2

〈 bA1ei1 , ej1〉〈 bA2ei2 , ej2〉

×[〈Dej1 , ei2〉〈Dej2 , ei1〉+ 〈Dej1 , ei1〉〈Dej2 , ei2〉] = I1 + I2,

where {ei} is an orthonormal basis in H. Here

I1 =
X
i1i2

X
j1

〈 bA1ei1 , ej1〉〈ej1 , Dei2〉
X
j2

〈 bA2ei2 , ej2〉〈ej2 , Dei1〉
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=
X
i1i2

〈D bA1ei1 , ei2〉〈ei2 , bA∗2Dei1〉

=
X

i

〈D bA2D bA1ei1 , ei1〉 = TrD bA2D bA1.

I2 =
X
i1i2

X
j2

〈 bA1ei1ej1〉〈ej1 , Dei1〉
X
j2

〈 bA2ei2ej2〉〈ej2 , Dei2〉

=
X
i1i2

〈 bA1ei1 , Dei1〉〈 bA2ei2 , Dei2〉 = TrD bA1TrDA2 .

Proposition 1. Let conditions of Theorem 1 hold. ThenZ
H1×H2

fA1(φ1)fA2(φ2)dp(φ) = Tr(D11 ⊗D22 + σ(D21 ⊗D12)) bA1 ⊗ bA2.

(11)
Proof. It is sufficient to prove that

Trσ(D21 ⊗D12) bA1 ⊗ bA2 = TrD12
bA2D21

bA1.

We have

Trσ(D21 ⊗D12) bA1 ⊗A2 =
X
ij

〈σ(D21 ⊗D12) bA1 ⊗ bA2ei ⊗ fj , ei ⊗ fj〉

=
X
ij

〈D12
bA2fj ⊗D21

bA1ei, ei ⊗ fj〉 =
X
ij

〈D12
bA2fj , ei〉〈D21

bA1ei, fj〉.

On the other hand, TrD12
bA2D21

bA1

=
X

i

〈D12
bA2D21

bA1ei, ei〉
X

i

〈D21
bA1ei, A

∗
2D21ei〉

X
ij

〈D21
bA1ei, fj〉〈fj , A

∗
2D21ei〉.

4 Correspondence between elements of the
tensor product and operators
In quantum theory a pure state of a composite system is represented by a
normalized vector belonging to the tensor product H1⊗H2. On the other
hand, in functional analysis it is common to use elements of H1 ⊗H2 as
operators acting, e.g., from H2 → H1, see [?].

Lemma 3. Each vector Ψ ∈ H1 ⊗H2 determines (uniquely) operatorbΨ ∈ L(H2, H1) and ||bΨ|| = ||Ψ||.
Proof. Let {ej} and {fj} be two orthonormal bases in H1 and H2,

respectively. Then Ψ =
P

ij ψijei ⊗ fj , ψij ∈ C, and ||Ψ||2 =
P

ij |ψij |2.
We set, for φ2 ∈ H2, bΨφ2 =

X
ij

ψij〈φ2, fj〉ei. (12)

It is a linear operator and, moreover, it is bounded, since

||bΨφ2||2 =
X
ij

|ψij |2|〈φ2, fj〉|2 ≤ (
X
ij

|ψij |2)(
X

k

|〈φ2, fk〉|2) = ||Ψ||2||φ2||2.

It is easy to see that, in fact, ||bΨ|| = ||Ψ||. To show correctness of definition
(12), we consider the bilinear form: b(φ2, φ1) = 〈bΨφ2, φ̄1〉 which is defined
on H2 ×H1. We have

b(φ2, φ1) =
X
ij

ψij〈φ2, fj〉〈φ1, ei〉 = 〈φ1 ⊗ φ2,Ψ〉.
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Thus b(φ2, φ1) does not depend on the choice of bases in H1 and H2.

Hence, bΨ neither depends.

We will also use the following well known representation:
Lemma 4. For any Ψ ∈ H1 ⊗H2, the following equalities hold:

TrH2Ψ⊗Ψ = bΨbΨ∗, TrH2Ψ⊗Ψ = bΨ∗bΨ. (13)

The following lemma plays the crucial role in our considerations:
Lemma 5. Let Ψ ∈ H1 ⊗ H2 and ‖Ψ‖ = 1. Then, for any pair of

operators bAj ∈ Ls(Hj), j = 1, 2,

TrbΨbA2
bΨ∗bA1 = 〈bA1 ⊗ bA2〉Ψ ≡ (bA1 ⊗ bA2Ψ,Ψ). (14)

Proof. We can restrict considerations to operators bA1 and bA2 hav-
ing purely discrete spectra; the general case is treated by using spec-
tral measures. Let {ei} and {fj} be orthonormal bases in H1 and H2,
respectively, consisting of eigenvectors of these operators. Correspond-
ing eigenvalues are denoted by symbols λi amd µj , respectively. Let
Ψ = Ψ =

P
ij ψijei ⊗ fj .

Set bC = bΨ bA2
bΨ∗ bA1, it acts from H1 to H1. We have

bCu =
X
i1j1

X
i2j2

ψ̄i1j1ψi2j2〈 bA1u, ei1〉〈 bA2fj1 , fj2〉ei2 .

Thus, for the basis {ei} in H1,

Tr bC =
X

i

〈bCei, ei〉 =
X
i1j1

X
i2j2

ψ̄i1j1ψi2j2〈bA1ei, ei1〉〈bA2fj1 , fj2〉〈ei2 , ei〉

=
X
i1j1

X
i2j2

ψ̄i1j1ψi2j2〈 bA1ei2 , ei1〉〈 bA2fj1 , fj2〉 =

X
i1j1

X
i2j2

ψ̄i1j1ψi2j2λi2µj1δi1i2δj1j2 =
X

i

X
j

|ψij |2λiµj .

On the other hand,

〈 bA1 ⊗ bA2Ψ,Ψ〉 =
X
i1j1

X
i2j2

ψ̄i1j1ψi2j2〈 bA1ei2 , ei1〉〈 bA2fj2 , fj1〉 =

X
i1j1

X
i2j2

ψ̄i1j1ψi2j2λi2µj2δi1i2δj1j2 =
X

i

X
j

|ψij |2λiµj .

5 Classical random field description

5.1 Ensemble of noncomposite quantum systems
In what-follows random vectors taking values in a Hilbert space are called
random fields. This definition is motivated by consideration of the Hilbert
space H = L2(R

m) of square integrable functions.
Let φ(ω) denote a Gaussian random field in a complex Hilbert space

H. Everywhere below we consider Gaussian random fields with probability
distributions of the class S(H). The covariance operator of a random field
is defined as the covariance operator of its probability distribution.

The correspondence between QM and PCSFT in the case of a single
quantum system with the state space H is established in the following
way:
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1). Density operators (statistical states of QM) are identified with
covariance operators of prequantum random fields, ρ 7→ D.

2). Self-adjoint operators (quantum observables) are identified with
quadratic functionals, bA 7→ fA.

The equality (8) can be written as

EfA(φ(ω)) = TrρbA ≡ 〈bA〉ρ.
It establishes the correspondence between PCSFT-averages and QM-averages.
This story was presented in [12]- [18]. Now we modify it. Originally the
source of coming modification was purely mathematical – to solve the
problem of positive definiteness in theory for composite systems, see sec-
tion 5.3. However, it happens that a natural physical interpretation can
be provided.

To escape measure-theoretic difficulties, at the moment we proceed
in the finite-dimensional Hilbert space. We will come back to the real
physical case (for infinite dimension) in section 5.3, see Proposition 5. Let
ρ be a density operator. Set D = ρ+αI, where I is the unit operator and
α > 0. Consider the Gaussian random vector φ(ω) with the covariance
operator D. The additional term αI we can consider as (α-scaling of) the
Gaussian normal distribution. It describes spatial white noise when the
dimension of the space goes to infinity.

We have EfA(φ(ω)) = TrρbA + αTrbA. In this model (modification of
PCSFT created in [13]– [18]) quantum average can be obtained as a shift
of classical average:

〈 bA〉ρ = EfA(φ(ω))− αTrbA. (15)

The shift is generated by the presence of the background Gaussian noise
(say “zero point field”, cf. SED, [19]-[22]). Thus QM-average can be con-
sidered as simply normalization of average with respect to a prequantum
random field. Normalization consists of substraction of the contribution of
the background field. While in the finite-dimensional case the use of such
a normalization is just a matter of test, in the infinite-dimensional case it
becames very important. If quantum observable is represented by an op-
erator bA which is not of the trace class, then the normalization TrbA = ∞.
In other words the quadratic form fA(φ) is not integrable, cf. Proposition
5, with respect to the probability distribution pD, where ρ+αI. Of course,
it is a pure theoretical problem. In real experimental practice we are able
to measure only observables represented by operators of finite ranks, see
von Neumann [8]. Other observables (in particular, all observables given
by operators with continuous spectra) are just mathematical idealizations.
Nevertheless, it is convenient to have a theory which is able to operate
with such quantities as well. From the PCSFT-viewpoint QM is such a
theory. Thus in our approach QM has some analogy with QFT, but all
divergences are regularized from the very beginning by choosing a special
representation of classical averages.

5.2 Ensemble of composite quantum systems
Consider a composite quantum system S = (S1, S2). Here Sj has the state
space Hj , a complex Hilbert space. Let φ1(ω) and φ2(ω) be two Gaussian
random fields, in Hilbert spaces H1 and H2, respectively. Consider the
Cartesian product of these Hilbert spaces, H1×H2, and the vector Gaus-
sian random field φ(ω) = (φ1(ω), φ2(ω)) ∈ H1 × H2. In the case under
consideration its covariance operator has the block structure given by (7).
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Proposition 3. Let bAi ∈ Ls(Hi), i = 1, 2 and let Ψ ∈ H1 ⊗H2 with
the unit norm. Then, for any random field φ(ω) in H1 × H2 with the
covariance matrix D such that the non-diagonal block

D12 = bΨ (16)

the following equality takes place:

E(fA1 − EfA1)(fA2 − EfA2) = ( bA1 ⊗ bA2Ψ,Ψ) ≡ 〈 bA1 ⊗ bA2〉Ψ. (17)

Proof. We remark that

TrDii
bAi = EfAi(φi(ω)), i = 1, 2. (18)

Thus equality (9) can be written as

EfA1fA2 = EfA1EfA2 + TrD12
bA2D21

bA1. (19)

By Lemma 5 the last summand in the right-hand side is equal to quantum
average. Hence, we obtain (17).

Finally, for covariance of two classical random variables ω 7→ fA1(ω), fA2(ω),
we have

cov (fA1 , fA2) = 〈 bA1 ⊗ bA2〉Ψ. (20)

This equality establishes coupling between quantum and classical correla-
tions. In the next section we will unify classical descriptions for a single
system, section 5, and a composite system.

5.3 Making consistent PCSFT-models for ensem-
bles of noncomposite and composite systems
Operators Dii are responsible for averages of functionals f(φi)(ω)), i.e.,
depending only on one of components of the vector random field φ(ω).

In particular, EfAi(φi)(ω)) = TrDii
bAi. We will construct such a random

field that these “marginal averages” will match those given by QM. For
the latter, we have:

〈 bA1〉Ψ = ( bA1⊗I2Ψ,Ψ) = Tr(ΨΨ∗) bA1; 〈 bA2〉Ψ = (I1⊗ bA2Ψ,Ψ) = Tr(bΨ∗bΨ) bA2,

where Ii denotes the unit operator inHi, i = 1, 2. Thus it would be natural
to take

D =

 bΨbΨ∗ bΨbΨ∗ bΨ∗Ψ

!
.

However, in general (i.e., for an arbitrary pure state Ψ) this operator is
not positively defined. Therefore (in general) it could not be chosen as
the covariance operator of a random field. Let us consider a modification
which will be positively defined and such that quantum and classical av-
erages will be coupled by a simple rule. Thus from quantum averages one
can easily find classical averages and vice versa.

Proposition 3. For any normalized vector Ψ ∈ H1⊗H2, the operator

D =

 
(bΨbΨ∗ + I1/4) bΨbΨ∗ (bΨ∗Ψ + I2/4)

!
(21)

is positively defined.
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Proof. For any vector φ = (φ1, φ2) ∈ Ψ ∈ H1 × H2, we have:
(D̃Ψφ, φ) = ||bΨ∗φ1||2+ ||φ1||2

4
+(bΨφ2, φ1)+(bΨ∗φ1, φ2)+||bΨφ2||2+ ||φ2||2

4
≥

(||Ψφ1||2− ||Ψ∗φ1||||φ2||+ ||φ2||2
4

) + (||bΨφ2||2− ||φ1||||bΨφ2||+ ||φ1||2
4

) ≥ 0.
Thus operator D is positively defined.4

We continue to proceed in the finite-dimensional case (to escape the
problem of existence of σ-additive Gaussian measure on infinite-dimensional
space).

Proposition 4. Let φ(ω) be a random vector with the covariance
operator given by (21). Then

〈 bA1〉Ψ = EfA1(φ1(ω))− 1

4
Tr bA1. (22)

Proof. We haveEfA1(φ1(ω)) = Tr[bΨbΨ∗ + I1
4

] bA1 = ( bA1 ⊗ I2Ψ,Ψ) +
1
4
Tr bA1 = 〈 bA1〉Ψ + 1

4
Tr bA1.

This relation for averages together with relation (20) provides cou-
pling between PCSFT and QM. Quantum statistical quantities can be
obtained from corresponding quantities for classical random field. Thus,
“irreducible quantum randomness" [8], can be, finally reduced to random-
ness of classical prequantum fields.

In the infinite-dimensional case Gaussian distribution with he covari-
ance operator given by (21) is not σ-additive.

To make it σ-additive one should consider a rigged Hilbert space:
H+ ⊂ H ⊂ H−, where H = H1 × H2, and both embedding operators
are of the Hilbert-Schmidt class.

Proposition 5. For any normalized vector Ψ ∈ H1⊗H2, the operator(21)
determines the σ-additive Gaussian distribution on H− or equivalently
the random field φ(ω) valued in H−. For trace class operators bAi : Hi →
Hi, i = 1, 2, equalities (17) and (22) take place.

To prove this proposition, one should repeat the previous proofs, ex-
istence of traces is based on the trace class condition for of operators Ai

(and not the trace class feature of the covariance operator of a Gaussian
measure). The crucial difference with the finite dimensional case is that
the prequantum random field takes values not in the Cartesian product
H = H1 ⊗ H2, but in its Hilbert-Schmidt extension. For mathemati-
cal details, I would like to recommend the excellent short book of A. V.
Skorohod [41], see also [42]-[44] for applications to mathematical physics.

6 Classical (Hilbert valued) stochastic pro-
cess corresponding to Schrödinger’s evolu-
tion
We again start our considerations by considering the finite-dimensional
case. Since we do not try to go beyond QM, but only reproduce its predic-
tions, we use Schrödinger’s equation for dynamics of the “wave function”5.

4Of course, the same effect can be approached by adding αI for α ≥ 1/4.
5So, we do not try to modify this equation, cf. [15]
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We only change the interpretation of the Ψ-function of the composite sys-
tem. Thus we start with Schrödinger’s equation for a composite system
S = (S1, S2) :

i
dΨ

dt
(t) = bHΨ(t), Ψ(0) = Ψ0, (23)

where bH is Hamiltonian of S.
Hence, at the instant t, the covariance matrix of the prequantum ran-

dom field (vector in the finite-dimensional case) φ(t, ω) has the form:

D(t) =

 
(dΨ(t)dΨ(t)

∗
+ I1/4) dΨ(t)dΨ(t)

∗
(dΨ(t)

∗dΨ(t) + I2/4)

!
(24)

The following fundamental question (having both mathematical and phys-
ical counterparts) immediately arises:

“Can one construct a stochastic process (valued in the Cartesian prod-
uct H1 ×H2) such that at each t ∈ [0,∞) its covariance matrix coincides
with D(t)?”

6.1 Bernoulli type process
The formal mathematical answer is yes! It is easy to construct such a
stochastic process. Take space Ω =

Q
t∈[0,∞)H1 × H2 as the space of

random parameters, points of this space ω = (ωt) can be considered as
functions ω : [0,∞) → H1 × H2, trajectories. Consider the family of
Gaussian measures pt on H1×H2 having zero mean value and covariance
operatorsD(t), t ∈ [0,∞). Consider now (on Ω) the direct product of these
measures, P =

Q
t∈[0,∞) pt.

Proposition 6. Let φ(t, ω) be a stochastic process having the proba-
bility distribution P on Ω. Then, for any pair of vectors y1, y2 ∈ H1 ×H2

and any instant of time t ≥ 0,

E〈y1, φ(t, ω)〉〈φ(t, ω), y2〉 = 〈D(t)y1, y2〉, (25)

where D(t) is given by (25).

Existence of this stochastic process is a consequence of famous Kol-
mogorov’s theorem. The equality (25) is a consequence of the definition
of probability P on Ω.

Thus there exists a prequantum classical stochastic process inducing
the Schrödinger evolution for any composite system prepared initially in
a pure state. One may say that, for a composite system, Schrödinger’s
equation describes dynamics of the nondiagonal block of the covariance
matrix of such a prequantum stochastic process.

This story becomes essentially more complicated after the remark that
such a prequantum process is not uniquely determined by the D(t)! To
determine uniquely a Gaussian process (up to natural equivalence), one
should define not only covariance for each instant of time, i.e,
E〈y1, φ(t, ω)〉〈φ(t, ω), y2〉, but so called covariance kernel D(t, s) :

E〈y1, φ(t, ω)〉, 〈φ(s, ω), y2〉 = 〈D(t, s)y1, y2〉.

However, the formalism of QM does not provide such a possibility. It is a
consequence of the trivial fact (but of the great importance, cf. von Neu-
mann [8]) that Schrödinger’s equation for a composite system is dynamics
with respect to a single time parameter t, common for both subsystems,
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and not with respect to a pair of time parameters (t, s) corresponding to
internal times of subsystems.

Nevertheless, one may feel that the process existing due to Proposition
6 is not adequate to the real physical situation. Since its probability dis-
tribution P is the direct product of probabilities corresponding to different
instances of time, it is the Bernoulli process. Its value at the instance of
time t is totally independent from the previous behavior. Although this
process provides right averages for each instance of time, it is hard to be-
lieve that real physical dynamics of e.g. an electron is of the Bernoulli-type
(and for any Hamiltonian bH). We are looking for more realistic stochastic
processes.

6.2 Stochastic (local) dynamics in the absence of
interaction
We restrict our consideration to dynamics in the absence of interactions
between S1 and S2 after the preparation procedure. Thus we are interested
in propagation of initially correlated random fields (vectors in the finite-
dimensional case). Although it is a rather special dynamics, it plays an
important role in quantum foundations. In particular, it describes the
evolution of entanglement in the EPR-Bohm type experiments. Thus we
consider Hamiltonian

bH = cH1 ⊗ I2 + I1 ⊗ cH2, (26)

where cHj is Hamiltonian of Sj (here we use QM terminology).

Lemma 6. Let Hamiltonian have the form (26). Then

dΨ(t) = e−idH1tcΨ0e
idH2t. (27)

dΨ(t)
∗

= e−idH2tcΨ0

∗
eidH1t. (28)

Proof. In this case

Ψ(t) = e−it(dH1⊗I2+I1⊗dH2)Ψ0.

Take the Schmidt decomposition of the initial state Ψ0 :

Ψ0 =

kX
j=1

√
µjej ⊗ fj ,

where µj > 0, 1 ≤ j ≤ k ≤ m and {ej}, {fj} are orthonormal systems in
H1 and H2, respectively. Then

Ψ(t) =

kX
j=1

√
µje

−idH1tej ⊗ e−idH2tfj .

Thus, for v ∈ H2, we get

dΨ(t)v =

kX
j=1

√
µj〈v, e−idH2tfj〉e−idH1tej = e−idH1t[

kX
j=1

√
µj〈eidH2tv, fj〉ej ].

In the same way we prove the equality (28).

By using Lemma 6 we prove:

13



Lemma 7. Let the condition of Lemma 6 hold. Then

dΨ(t)dΨ(t)
∗

= e−idH1tcΨ0
cΨ0

∗
eidH1t. (29)

dΨ(t)
∗dΨ(t) = e−idH2tcΨ0

∗cΨ0e
idH2t. (30)

Finally, we obtain:
Lemma 8. Let the condition of Lemma 6 hold. Then the operator

D(t) given by (24) can be represented in the form:

D(t) =

 
(e−idH1tcΨ0

cΨ0

∗
eidH1t + I1/4) e−idH1tcΨ0e

idH2t

e−idH2tcΨ0

∗
eidH1t (e−idH2tcΨ0

∗cΨ0e
idH2t + I1/4)

!
(31)

By using this representation it is easy to prove:

Proposition 7. Let the condition of Lemma 6 hold. Then the operator
D(t) given by (24) is the covariance operator (for each instance of time
t) of the vector process with coordinates

φ1(t, ω) = e−idH1tξ01(ω), φ2(t, ω) = e−idH2tξ02(ω), (32)

where the initial random vector ξ0(ω) = (ξ01(ω), ξ02(ω)) is Gaussian with
zero mean value and the covariance operatorD(0).

Proof. We will find not only the covariance operator for a fixed instant
of time, but even the covariance kernel. We have, for any pair of vectors
u,w ∈ H1,

E〈u, φ1(t, ω)〉〈φ1(s, ω), w〉 = E〈eidH1tu, ξ01(ω)〉〈ξ01(ω)), eidH1sw〉

= 〈e−idHks(cΨ0

∗cΨ0 + I1/4)eidH1tu,w〉.
The same calculations can be done for the second diagonal block. Thus di-
agonal blocks of the covariance operator of the stochastic process given by
(32) coincide with diagonal blocks of the operator D(t). We now consider
nondiagonal blocks. Let now u ∈ H1, v ∈ H2. We have:

E〈u, φ1(t, ω)〉〈φ2(s, ω), v〉 = E〈eidH1tu, ξ01(ω)〉〈ξ02(ω)), eidH2sv〉

= 〈cΨ0

∗
eidH1tu, eidH2sw〉 = 〈e−idH2scΨ0

∗
eidH1tu,w〉.

The same calculations cane be done for the second nondiagonal block.
Thus the covariance kernel has the form D(t, s) = 

(e−idH1scΨ0
cΨ0

∗
eidH1t + eidH1(t−s)I1/4) e−idH1scΨ0e

idH2t

e−idH2scΨ0

∗
eidH1t (e−idH2scΨ0

∗cΨ0e
idH2t + eidH2(t−s)I1/4)

!
(33)

And hence, for t = s,D(t, t) = D(t).

We emphasize that dynamics (32) by itself is purely deterministic,
stochasticity is generated by initial conditions. One might say that this
process describes propagation of uncertainty of preparation.

We remark that Propositions 6 and 7 provide two different stochastic
processes. The covariance kernel (33) differs from the covariance kernel
of the process which has been constructed by considering the product of
Gaussian distributions pt. The latter has the covariance kernel

D(t.s) = D(t)δ(t− s).
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For this process, its realization at different instants of time are indepen-
dent.The process defined by (32) contains nontrivial dependence between
its realizations at different times. I think that it is closer to the real
physical situation.

The following interesting problem arises:

To construct a stochastic process for an arbitrary Hamiltonian, such
that in the case of the absence of interactions this construction gives the
process (32).

At the moment I am not able to solve this problem.

6.3 Stochastic nonlocal dynamics
We now consider another classical stochastic process reproducing dynam-
ics of quantum correlations.

Proposition 8. Let operator D(t) be defined by (24). Then the
stochastic process

ξ(t, ω) =
p
D(t)η0(ω), (34)

where η0(ω) ∈ H1×H2 is distributed N(0, I), has the covariance operator
D(t) for any t ≥ 0.

Proof. Let y1, y2 ∈ H1 ×H2. Then

E〈y1, ξ(t, ω)〉〈ξ(t, ω), y2〉 = E〈
p
D(t)y1, η0(ω)〉〈η0(ω),p

D(t)y2〉 = 〈
p
D(t)y1,

p
D(t)y2〉 = 〈D(t)y1, y2〉.

It is clear that the covariance kernel is given by

D(t, s) =
p
D(s)D(t). (35)

We remind that, for Hamiltonian without interaction, see (26), we
constructed the stochastic process φ(t, ω) given by (32).

Proposition 9. In general stochastic processes, ξ(t, ω) and φ(t, ω)
given by (34) and (32) do not coincide.

Proof. We can write the process (32) as φ(t) = V (t)
p
D(0)η0, where

V (t) = diag( bH1, bH2). Hence, D(t, s) = V ∗(s)D(0)V (t). On the other
hand, the covariance kernel of process (34) is given by

D(t, s) =
p
D(s)D(t) = V (s)

p
D(0)V ∗(s)V (t)

p
D(0)V ∗(t).

We remark that V ∗(s)V (t) = diag(ei(s−t)Ĥ1 , ei(s−t)Ĥ2) 6= I.

Proposition 10. In the case of Hamiltonian without interaction, see
(26), the stochastic process (34) can be represented in the form:

ξ1(t) = e−itĤ1Q0
11e

itĤ1η01 + e−itĤ1Q0
12e

itĤ2η02, (36)

ξ2(t) = e−itĤ2Q0
21e

itĤ1η01 + e−itĤ2Q0
22e

itĤ2η02, (37)

where p
D(0) =

„
Q0

11 Q0
12

Q0
21 Q0

22

«
,

and η0(ω) ∈ N(0, I).
Proof. For example, take y1, y2 ∈ H1 and consider average
E〈y1, ξ(t, ω)〉〈ξ(s, ω), y2〉
= E〈e−itĤ2Q0

11e
itĤ1y1, η

(ω)
02 〉〈η01(ω), e−isĤ1Q0

11e
isĤ1y2〉
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+E〈e−itĤ2(Q0
12)

∗eitĤ1y1, η02(ω)〉〈η02(ω), e−isĤ2(Q0
12)

∗eisĤ1y2〉
+E〈e−itĤ1Q0

11e
itĤ1y1, η10(ω)〉〈η20(ω), e−isĤ2(Q0

12)
∗eisĤ1y2〉

+E〈e−itĤ2(Q0
12)

∗eitĤ1y1, η10(ω)〉〈η20(ω), e−isĤ1Q0
11e

isĤ1y2〉.
Two last terms are equal to zero, since E〈z1, η10(ω)〉〈η20(ω), z2〉 = 0

for any pair z1 ∈ H1, z2 ∈ H2. The first two give us
〈e−itĤ1Q0

11e
−itĤ1y1, e

−isĤ1Q0
11e

−isĤ1y2〉
+〈e−itĤ2(Q0

12)
∗e−itĤ1y1, e

−isĤ2(Q0
12)

∗e−isĤ1y2〉. Thus
D11(t, s) = e−isĤ1Q0

11e
−i(s−t)Ĥ1Q0

11e
−itĤ1

+e−isĤ1Q0
12e

i(s−t)Ĥ2(Q0
12)

∗eitĤ1 .

Representation (36), (37) implies that even in the absence of interac-
tion between the subsystems S1 and S2 of the system S the dynamics of
S1 depends on the Hamiltonian bH2 and vice versa. It can be interpreted
as a sign of "action at the distance". Thus the stochastic process ξ(t) can
be considered as "nonlocal" – opposite to the process φ(t) given by (32).

6.4 Infinite-dimensional case
To proceed in the infinite-dimensional case, one should consider a rigged
Hilbert space: H+ ⊂ H ⊂ H−, where H = H1×H2, and both embedding
operators are of the Hilbert-Schmidt class. Stochastic processes take val-
ues in the Hilbert space H− (and not H = H1 ×H2). All previous results
are valid for any unitary dynamics Ψ(t) = U(t)Ψ0.

This paper was written under support of the grant “Mathematical
Modeling” of Växjö university and the grant QBIC of Tokyo University
of Science. It was presented at “Feynman Festival”, June, 2009; the au-
thor would like to thank Vladimir Manko for his critical comments which
improved understanding of the model.
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Feynman and Squeezed States

Y. S. Kim
Center for Fundamental Physics. University of Maryland, College Park, Maryland 20742. U.S.A.

In 1971, Feynman et al. published a paper on hadronic mass spectra and transition rates based on
the quark model. Their starting point was a Lorentz-invariant differential equation. This equation
can be separated into a Klein-Gordon equation for the free-moving hadron and a harmonic oscillator
equation for the quarks inside the hadron. However, their solution of the oscillator equation is not
consistent with the existing rules of quantum mechanics and special relativity. On the other hand,
their partial differential equation has many other solutions depending on boundary conditions. It is
noted that there is a Lorentz-covariant set of solutions totally consistent with quantum mechanics
and special relativity. This set constitutes a representation of the Poincaré group which dictates the
fundamental space-time symmetry of particles in the Lorentz-covariant world. It is then shown that
the same set of solutions can be used as the mathematical basis for two-photon coherent states or
squeezed states in quantum optics. It is thus possible to transmit the physics of squeezed states into
the hadronic world. While the time-like separation is the most puzzling problem in the covariant
oscillator regime, this variable can be interpreted like the unobserved photon in the two-mode
squeezed state which leads to an entropy increase.

PACS numbers: 11.30.Cp, 12.39.Ki, 42.50.-p

I. INTRODUCTION

Since Einstein’s formulation of special relativity in
1905, the most important development in physics is the
formulation of quantum mechanics resulting in Heisen-
berg’s uncertainty principle.
For solving practical problems, the Schrödinger wave

equation is commonly used. For scattering problems, we
use running-wave solutions. For bound states, we obtain
standing-wave solutions with their boundary conditions.
Indeed, this localization boundary condition leads to dis-
crete energy levels.
For scattering problems, we now have Lorentz-

covariant quantum field theory with its scattering matrix
formalism and Feynman diagrams. Since quantum field
theory was so successful that there had been attempts
in the past to understand bound-state problems using
the S matrix method. However, it was noted from the

calculation of the neutron-proton mass difference from
Dashen and Frautchi that the S-matrix method does not
guarantee the localization of the bound-state wave func-
tions [1, 2].

While the localization boundary condition is the main
problem for the bound state, the question is whether this
issue is covariant under Lorentz transformations. We
know the hydrogen has its localized wave function, but
how would this appear to the observer on a train? One
way to reduce this difficulty is to study harmonic os-
cillators, because the oscillator system has its built-in
boundary condition. For this reason, there had been
many attempts in the past to make the harmonic os-
cillator Lorentz-covariant.

In order to understand the hadronic mass spectra and
hadronic transition rates in the quark model, Feynman
et al. in 1971 published a paper containing the following
Lorentz-invariant differential equation [3].

{
−1

2

[(
∂

∂𝑥𝑎𝜇

)2

+

(
∂

∂𝑥𝑏𝜇

)2
]
+

1

16

(
𝑥𝑎𝜇 − 𝑥𝑏𝜇

)2
+𝑚2

0

}
𝜙
(
𝑥𝑎𝜇, 𝑥

𝑏
𝜇

)
= 0, (1)

for a hadron consisting of two quarks bound-together harmonic oscillator potential. The space-time quark coordinates
are 𝑥𝑎𝜇 and 𝑥𝑏𝜇. They then wrote down the equation

They wrote down the hadronic and quark separation
coordinates as

𝑋𝜇 =
1

2

(
𝑥𝑎𝜇 + 𝑥𝑏𝜇

)
,

𝑥𝜇 =
1

2
√
2

(
𝑥𝑎𝜇 − 𝑥𝑏𝜇

)
, (2)

respectively, and 𝜙
(
𝑥𝑎𝜇, 𝑥

𝑏
𝜇

)
as

𝜙
(
𝑥𝑎𝜇, 𝑥

𝑏
𝜇

)
= 𝑓 (𝑋𝜇)𝜓 (𝑥𝜇) . (3)

Then the differential equation can be separated into the



2

following two equations.{(
∂

∂𝑋𝜇

)2

+𝑚2
0 + (𝜆+ 1)

}
𝑓 (𝑋𝜇) = 0, (4)

for the hadronic coordinate, and

1

2

{
−
(

∂

∂𝑥𝜇

)2

+ 𝑥2𝜇

}
𝜓 (𝑥𝜇) = (𝜆+ 1)𝜓 (𝑥𝜇) , (5)

for the coordinate of quark separation inside the hadron.
The differential equation of Eq.(4) is a Klein-Gordon

equation for the hadronic coordinate. The Klein-Gordon
equation is Lorentz-invariant and is the starting point
for quantum field theory for scattering processes with
Feynman diagrams. This aspect of physics is well known.
In the present case, the solution takes the form

𝑓(𝑋) = exp (±𝑖𝑃 ⋅𝑋), (6)

with

−𝑃 2 = 𝑚2
0 + (𝜆+ 1). (7)

We are using here the space-favored metric where 𝑃 2 =(
𝑃 2
𝑥 + 𝑃 2

𝑦 + 𝑃 2
𝑧 − 𝐸2

)
. The hadronic mass is thus deter-

mined from 𝑚0 and 𝜆. The 𝜆 parameter is determined
from the oscillator equation of Eq.(5) for the internal
space-time coordinate. The internal quark motion deter-
mined the hadronic mass, according to Feynman et al.
Indeed, the differential equation of Eq.(1) contains the

scattering-state equation for the hadron, and the bound-
state equation for the quarks inside the hadron. The
differential equation of Eq.(5) is also a Lorentz-invariant
equation. The problem is that the set of solutions given
by Feynman et al. in their 1971 paper is not consistent
with the existing rules of physics. This is the reason why
this paper is not well known.
However, this does not exclude other sets of solutions.

The solutions can take different forms depending on the
separable coordinate systems with their boundary con-
ditions. Indeed, there is a set of oscillator solution that
can constitute a representation of the Poincaré group,
particularly that of Wigner’s little group which dictates
the internal space-time symmetry of the particles in the
Lorentz-covariant world [4, 5]. We choose to call this set
of solutions the Poincaré set.
If we ignore the time-like variable in Eq.(5), it is the

Schrödinger-type equation for the three-dimensional har-
monic oscillator. If we ignore it, the equation loses its
Lorentz invariance. The problem is how to deal with the
time-separation variable, while it is not even mentioned
in the present form of quantum mechanics. If we believe
in Einstein, this variable exists wherever there is a spa-
cial separation like the Bohr radius. However, we pretend
know about it in the present form of quantum mechanics.
In this report, we give an interpretation to this vari-

able based on the lessons we learn from quantum optics.
For this purpose, we show first that the Poincaré set for

the covariant harmonic oscillator can be used for mathe-
matical basis for two-photon coherent states or squeezed
states [6]. In other words, the squeezed states can be con-
structed from the Lorentz-invariant differential equation
of Eq.(5).

We then establish that the longitudinal and time-like
excitations in the covariant harmonic oscillator system
can be translated into the two-photon coherent state. We
know what happens when one of the two photons is not
observed. The result is an increase in entropy [7]. We can
then go back to the covariant oscillator and give a similar
interpretation to the time-separation variable which is
not observed in the present form of quantum mechanics,

In Sec. II, we introduce the set of solutions of Eq.(5)
which constitutes a representation of the Poincarǵroup.
We then study the space-time geometry of its Lorentz
covariance. In Sec. III, it is shown that the oscillator
differential equation of Eq.(5) can serve as the starting
equation for squeezed states in quantum optics, and also
that this Poincaré set serves as the mathematical basis
for the two-photon coherent state. In Sec. IV, we give
a physical interpretation to the time-separation variable
in terms of Feynman’s rest of the universe, which has a
concrete physical interpretation in quantum optics.

II. LORENTZ BOOSTS AS SQUEEZE
TRANSFORMATIONS

In 1979, Kim, Noz, and Oh published a paper on repre-
sentations of the Poincaré group using a set of solutions
of the oscillator equation of Eq.(5) [5]. Later in 1986,
Kim and Noz in their book [8] noted that this set cor-
responds to a representation of Wigner’s 𝑂(3)-like little
group for massive particles. If a particle has a non-zero
mass, there is a Lorentz frame in which the particle is
at rest. Wigner’s little group then becomes that of the
three-dimensional rotation group, which is very familiar
to us.

The Lorentz-covariant solution of the Lorentz-
invariant differential equation contains both space-like
and time-like wave components, but we can keep the
time-like component to its ground state. The wave func-
tion thus retains the 𝑂(3)-like symmetry. The solution
takes the form

𝜓(𝑥, 𝑦, 𝑧, 𝑡) =

{(
1

𝜋

)1/4

exp

(−𝑡2
2

)}
𝜓(𝑥, 𝑦, 𝑥). (8)

As for the spatial part of the differential equation, it is
the equation for the three-dimensional oscillator. We can
solve this equation with both the Cartesian and spherical
coordinate systems. If we use the spherical system with
(𝑟, 𝜃, 𝜙) as the variables, the solution should take the form

𝜓(𝑥, 𝑦, 𝑧) = 𝑅𝜆,ℓ(𝑟)𝑌ℓ,𝑚(𝜃, 𝜙) exp

{
−
(
𝑥2 + 𝑦2 + 𝑧2

2

)}
,

(9)
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where 𝑌ℓ,𝑚(𝜃, 𝜙) is the spherical harmonics, and 𝑅𝜆,ℓ(𝑟)
is the normalized radial wave function with 𝑟 =√
𝑥2 + 𝑦2 + 𝑧2. The 𝜆 and ℓ parameters specify the mass

and the internal spin of the hadron respectively, as re-

quired by Wigner’s representation theory [4, 8].

If we use the Cartesian coordinate systems, and the
solution can be written as

𝜓(𝑥, 𝑦, 𝑧) =

[
1

𝜋
√
𝜋2(𝑎+𝑏+𝑛)𝑎!𝑏!𝑛!

]1/2
𝐻𝑎(𝑥)𝐻𝑏(𝑦)𝐻𝑛(𝑧) exp

{
−
(
𝑥2 + 𝑦2 + 𝑧2

2

)}
, (10)

where 𝐻𝑛(𝑧) is the Hermite polynomial of 𝑧. Since the three-dimensional oscillator system is separable in both the
spherical and Cartesian coordinate systems, the wave function of Eq.(9) can be written as a linear combination of the
solutions given in Eq.(10), with 𝜆 = 𝑎+ 𝑏+ 𝑛.
When we boost this solution along the 𝑧 direction, the Cartesian form of Eq.(10) is more convenient. Since the

transverse 𝑥 and 𝑦 coordinates are not affected by this transformation, we can separate out these variables in the
oscillator differential equation of Eq.(5), and consider the differential equation

1

2

{[
−
(
∂

∂𝑧

)2

+ 𝑧2

]
−

[
−
(
∂

∂𝑡

)2

+ 𝑡2

]}
𝜓(𝑧, 𝑡) = 𝑛𝜓(𝑧, 𝑡). (11)

This differential equation remains invariant under the
Lorentz boost

𝑧 → (cosh 𝜂)𝑧 + (sinh 𝜂)𝑡,

𝑡→ (sinh 𝜂)𝑧 + (cosh 𝜂)𝑡. (12)

with

𝑒𝜂 =

√
1 + 𝛽

1− 𝛽
, (13)

where 𝛽 is the velocity parameter 𝑣/𝑐.
If we suppress the excitations along the 𝑡 coordinate,

the normalized solution of this differential equation is

𝜓(𝑧, 𝑡) =

(
1

𝜋2𝑛𝑛!

)1/2

𝐻𝑛(𝑧) exp

{
−
(
𝑧2 + 𝑡2

2

)}
. (14)

If we boost the hadron along the 𝑧 direction accord-
ing to Eq.(12), the coordinate variables 𝑧 and 𝑡 should
be replaced respectively by [(cosh 𝜂)𝑧 − (sinh 𝜂)𝑡] and

[(cosh 𝜂)𝑡−(sinh 𝜂)𝑧] respectively, and the expression be-
comes uncontrollable.

In his 1949 paper [9], Dirac introduced his light-cone
variables defined as

𝑢 =
𝑧 + 𝑡√

2
, 𝑣 =

𝑧 − 𝑡√
2
. (15)

Then the boost transformation of Eq.(12) takes the form

𝑢→ 𝑒𝜂𝑢, 𝑣 → 𝑒−𝜂𝑣. (16)

The 𝑢 variable becomes expanded while the 𝑣 variable
becomes contracted. Their product

𝑢𝑣 =
1

2
(𝑧 + 𝑡)(𝑧 − 𝑡) =

1

2

(
𝑧2 − 𝑡2

)
(17)

remains invariant. Indeed, in Dirac’s picture, the Lorentz
boost is a squeeze transformation.

In terms of these light-cone variables, the ground-state
wave function becomes

𝜓𝑛
0 (𝑥, 𝑡) =

[
1

𝜋𝑛!2𝑛

]1/2
𝐻𝑛

(
𝑢+ 𝑣√

2

)
exp

{
−
(
𝑢2 + 𝑣2

2

)}
, (18)

and the excited-state wave function of Eq.(14) takes the form

𝜓𝑛
𝜂 (𝑥, 𝑡) =

[
1

𝜋𝑛!2𝑛

]1/2
𝐻𝑛

(
𝑒−𝜂𝑢+ 𝑒𝜂𝑣√

2

)
exp

{
−
(
𝑒−2𝜂𝑢2 + 𝑒2𝜂𝑣2

2

)}
, (19)
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for the moving hadron. If we use the 𝑥 and 𝑡 variables,

𝜓𝑛
𝜂 (𝑥, 𝑡) =

[
1

𝜋𝑛!2𝑛

]1/2
𝐻𝑛

(
𝑒−𝜂(𝑧 + 𝑡) + 𝑒𝜂(𝑧 − 𝑡)

2

)
exp

{
−
[
𝑒−2𝜂(𝑧 + 𝑡)2 + 𝑒2𝜂(𝑧 − 𝑡)2

2

]}
, (20)

For the ground state with 𝑛 = 0, the wave function is a Gaussian function

𝜓0
𝜂(𝑥, 𝑡) =

[
1

𝜋

]1/2
exp

{
−
(
𝑒−2𝜂𝑢2 + 𝑒2𝜂𝑣2

2

)}
. (21)

In terms of the 𝑧, 𝑡 variables,

𝜓0
𝜂(𝑥, 𝑡) =

[
1

𝜋

]1/2
exp

{
−
[
𝑒−2𝜂(𝑧 + 𝑡)2 + 𝑒2𝜂(𝑧 − 𝑡)2

4

]}
. (22)

t
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Feynman's proposal allows 

us to combine Dirac's 

quantum mechanics and 

Lorentz covariance to 

generate Lorentz-squeezed 
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FIG. 1: Lorentz-squeezed hadrons. Feynman’s proposal leads
us to combine Dirac’s quantum mechanics with c-number
time-like excitation [10], and his light-cone representation of
Lorentz boosts [11]. Dirac also considered using harmonic
oscillators to combine quantum mechanics and special rela-
tivity [11, 12]. It is not difficult to obtain the third figure
by combining the first two. The Lorentz boost is a squeeze
transformation.

This Gaussian factor determines the space-time local-
ization property of all excited-state wave functions, and
its space-time localization property is illustrated in terms
of the circle and ellipse in Fig. 1. According to this fig-
ure, the Lorentz boost is a squeeze transformation. This

figure combines Dirac’s four papers aimed at combining
quantum mechanics with special relativity [9–12].

It is important to note that this Lorentz squeeze prop-
erty has been experimentally verified in various observa-
tions in high-energy physics, including Feynman’s parton
picture [8, 13, 14].

III. SQUEEZED STATES

Let us start with the Hamiltonian of the form

𝐻+ =
1

2

{[
−
(

∂

∂𝑥1

)2

+ 𝑥21

]
+

[
−
(

∂

∂𝑥2

)2

+ 𝑥22

]}
,

(23)
and the differential equation

𝐻+𝜓 (𝑥1, 𝑥2) = (𝑛1 + 𝑛2 + 1)𝜓 (𝑥1, 𝑥2) . (24)

This is the Schrödinger equation for the two-dimensional
harmonic oscillator. This differential equation is separa-
ble in the 𝑥1 and 𝑥2 variables, and the wave function can
be written as

𝜓 (𝑥1, 𝑥2) = 𝜒𝑛1 (𝑥1)𝜒𝑛2 (𝑥2) , (25)

where 𝜒𝑛(𝑥) is the 𝑛-th excited-state oscillator wave func-
tion which takes the form

𝜒𝑛(𝑥) =

[
1√
𝜋2𝑛𝑛!

]1/2
𝐻𝑛(𝑥) exp

(−𝑥2
2

)
. (26)

Thus

𝜓 (𝑥1, 𝑥2) =

[
1

𝜋2(𝑛1+𝑛2)(𝑛1 + 𝑛2)!

]1/2
𝐻𝑛1 (𝑥1)𝐻𝑛2 (𝑥2) exp

{
−1

2

(
𝑥21 + 𝑥22

)}
. (27)
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If the system is in the ground state with 𝑛1 = 𝑛2 = 0, this wave function becomes

𝜓 (𝑥1, 𝑥2) =

[
1

𝜋

]1/2
exp

{
−1

2

(
𝑥21 + 𝑥22

)}
. (28)

If the 𝑥2 coordinate alone is in its ground state, the wave function becomes

𝜓 (𝑥1, 𝑥2) =

[
1

𝜋2𝑛𝑛!

]1/2
𝐻𝑛 (𝑥1) exp

{
−1

2

(
𝑥21 + 𝑥22

)}
, (29)

with 𝑛 = 𝑛1. In order to squeeze this wave function, we introduce first the normal coordinates

𝑦1 =
1√
2
(𝑥1 + 𝑥2) , 𝑦2 =

1√
2
(𝑥1 − 𝑥2) . (30)

In terms of these variables, the wave function of Eq.(28) can be written as

𝜓𝑛
0 (𝑥1, 𝑥2) =

[
1

𝜋𝑛!2𝑛

]1/2
𝐻𝑛

(
𝑦1 + 𝑦2√

2

)
exp

{
−
(
𝑦21 + 𝑦22

2

)}
, (31)

Let us next squeeze the system by making the following coordinate transformation.

𝑦1 → 𝑒𝜂𝑦1, 𝑦2 → 𝑒−𝜂𝑦1. (32)

This transformation is equivalent to

𝑥1 → [(cosh 𝜂)𝑥1 + (sinh 𝜂)𝑥2] , 𝑥2 → [(sinh 𝜂)𝑥1 + (cosh 𝜂)𝑥2] , (33)

like the Lorentz boost given in Eq.(12).
The wave function then becomes

𝜓𝑛
𝜂 (𝑥1, 𝑥2) =

[
1

𝜋𝑛!2𝑛

]1/2
𝐻𝑛

(
𝑒−𝜂𝑦1 + 𝑒𝜂𝑦2√

2

)
exp

{
−
[
𝑒−2𝜂𝑦21 + 𝑒2𝜂𝑦22

2

]}
, (34)

If we use the 𝑥1 and 𝑥2 variables, this expression becomes

𝜓𝑛
𝜂 (𝑥1, 𝑥2) =

[
1

𝜋𝑛!2𝑛

]1/2
𝐻𝑛

(
𝑒−𝜂 (𝑥1 + 𝑥2) 𝑒

𝜂 (𝑥1 − 𝑥2)

2

)
exp

{
−
[
𝑒−2𝜂 (𝑥1 + 𝑥2)

2
+ 𝑒2𝜂 (𝑥1 − 𝑥2)

2

2

]}
. (35)

This transformed wave function does not satisfy the eigenvalue equation of Eq.(24). It is a linear combinations of the
eigen solutions 𝜒 (𝑥1) and 𝜒 (𝑥1) defined in Eq.(26). The linear expansion takes the form [8, 15]

𝜓𝑛
𝜂 (𝑥1, 𝑥2) =

(
1

cosh 𝜂

)(𝑛+1) ∑
𝑘

[
(𝑛+ 𝑘)!

𝑛!𝑘!

]1/2
(tanh 𝜂)𝑘𝜒𝑛+𝑘 (𝑥1)𝜒𝑘 (𝑥2) , (36)

In quantum optics, the eigen functions 𝜒𝑛+𝑘 (𝑥1) and 𝜒𝑘 (𝑥1) correspond to the (𝑛+𝑘)-photon state of the first photon
and 𝑘-photon state of the second photon respectively.
If 𝑛 = 0, it becomes the squeezed ground state or vacuum state, and the resulting wave function is

𝜓0
𝜂 (𝑥1, 𝑥2) =

(
1

cosh 𝜂

)∑
𝑘

(tanh 𝜂)𝑘𝜒𝑛+𝑘 (𝑥1)𝜒𝑛 (𝑥2) , (37)

In the literature, this squeezed ground state is known as the squeezed vacuum state [6], while the expansion of Eq.(36)
is for the squeezed 𝑛-photon state [15].
While these wave functions do not satisfy the eigenvalue equation with the Hamiltonian of Eq.(23), they satisfy the

eigenvalue equation with the Hamiltonian 𝐻−, where

𝐻− =
1

2

{[
−
(

∂

∂𝑥1

)2

+ 𝑥21

]
−
[
−
(

∂

∂𝑥2

)2

+ 𝑥22

]}
. (38)

If the 𝑥2 coordinate is in its ground state,

𝐻−𝜓 (𝑥1, 𝑥2) = 𝑛𝜓 (𝑥1, 𝑥2) . (39)

If we replace the notations 𝑥1 and 𝑥2 by 𝑧 and 𝑡 respec-
tively, this Hamiltonian becomes that of Eq.(11). Thus,

the oscillator equation of Eq.(11) generates a set of solu-
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tions which forms the basis for the squeezed states.
The 𝑡 variable is the time-separation variable, and is

not the time variable appearing in the time-dependent
Schrödinger equation. We shall discuss this variable in
detail in Sec. IV.
The differential equation of Eq.(11) was proposed by

Feynman et al. in 1971 [3]. Even though they were not
able to provide physically meaningful solutions to their
own equation, it is gratifying to note that there is at
least one set of solutions which can explain many as-
pects of physics, including squeezed states in quantum
optics as well as the basic observable effects in high-
energy hadronic physics.

IV. FEYNMAN’S REST OF THE UNIVERSE

In Sec. II, the time-separation variable played a major
role in making the oscillator system Lorentz-covariant. It
should exist wherever the space separation exists. The
Bohr radius is the measure of the separation between the
proton and electron in the hydrogen atom. If this atom
moves, the radius picks up the time separation, according
to Einstein [16].
On the other hand, the present form of quantum me-

chanics does not include this time-separation variable.
The best way we can do at the present time is to treat
this time-separation as a variable in Feynman’s rest of the
universe [17]. In his book on statistical mechanics [18],
Feynman states

When we solve a quantum-mechanical prob-
lem, what we really do is divide the universe
into two parts - the system in which we are
interested and the rest of the universe. We
then usually act as if the system in which we
are interested comprised the entire universe.
To motivate the use of density matrices, let
us see what happens when we include the part
of the universe outside the system.

The failure to include what happens outside the system
results in an increase of entropy. The entropy is a mea-
sure of our ignorance and is computed from the density
matrix [19]. The density matrix is needed when the ex-
perimental procedure does not analyze all relevant vari-
ables to the maximum extent consistent with quantum
mechanics [20]. If we do not take into account the time-
separation variable, the result is therefore an increase in
entropy [21, 22].
It is gratifying to note that the two-mode coherent

state in quantum optics shares the same mathematical

basis as the covariant harmonic oscillator. In the two-
mode squeezed state, both photons are observable, but
the physics survives and becomes even more interesting
if one of them is not observed [7].

In the covariant oscillator formalism, these two pho-
tons are translated into longitudinal and time-like exci-
tations in the hadronic system. If the hadron is at rest,

β = 0

z

t

Measurable

N
o

t 
M

e
a

s
u

ra
b

le β = 0.8

Feynman's 

Rest of the 

Universe

FIG. 2: Localization property in the 𝑧𝑡 plane. When the
hadron is at rest, the Gaussian form is concentrated within a
circular region specified by (𝑧+𝑡)2+(𝑧−𝑡)2 = 1. As the hadron
gains speed, the region becomes squeezed to 𝑒−2𝜂(𝑧 + 𝑡)2 +
𝑒2𝜂(𝑧− 𝑡)2 = 1. Since it is not possible to make measurements
along the 𝑡 direction, we have to deal with the information
less than complete, and to resort to entropy.

there are no time-like excitations. On the other hand, if
the hadron moves, there are time-like excitations to the
observer at rest. But this observer is not able to detect
it. Indeed, these time-like oscillations are in Feynman’s
rest of the universe.

Let us carry out a concrete mathematics using the den-
sity matrix formalism. From the covariant oscillator wave
functions defined Sec. II, the pure-state density matrix is

𝜌𝑛𝜂 (𝑧, 𝑡; 𝑧
′, 𝑡′) = 𝜓𝑛

𝜂 (𝑧, 𝑡)𝜓
𝑛
𝜂 (𝑧

′, 𝑡′), (40)

which satisfies the condition 𝜌2 = 𝜌 :

𝜌𝑛𝜂 (𝑧, 𝑡;𝑥
′, 𝑡′) =

∫
𝜌𝑛𝜂 (𝑧, 𝑡;𝑥”, 𝑡”)𝜌

𝑛
𝜂 (𝑧”, 𝑡”; 𝑧

′, 𝑡′)𝑑𝑧”𝑑𝑡”.

(41)

However, in the present form of quantum mechanics,
it is not possible to take into account the time separation
variables. Thus, we have to take the trace of the matrix
with respect to the t variable. Then the resulting density
matrix is [21]
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𝜌𝑛𝜂 (𝑧, 𝑧
′) =

∫
𝜓𝑛
𝜂 (𝑧, 𝑡)𝜓

𝑛
𝜂 (𝑧

′, 𝑡)𝑑𝑡

=

(
1

cosh 𝜂

)2(𝑛+1) ∑
𝑘

(𝑛+ 𝑘)!

𝑛!𝑘!
(tanh 𝜂)2𝑘𝜓𝑛+𝑘(𝑧)𝜓

∗
𝑘+𝑛(𝑧

′). (42)

The trace of this density matrix is one, but the trace of 𝜌2 is less than one, as we can see from the following formula.

𝑇𝑟
(
𝜌2
)
=

∫
𝜌𝑛𝜂 (𝑧, 𝑧

′)𝜌𝑛𝜂 (𝑧
′, 𝑧)𝑑𝑧𝑑𝑧′

=

(
1

cosh 𝜂

)4(𝑛+1) ∑
𝑘

[
(𝑛+ 𝑘)!

𝑛!𝑘!

]2
(tanh 𝜂)4𝑘. (43)

which is less than one. This is due to the fact that we do not know how to deal with the time-like separation in the
present formulation of quantum mechanics. Our knowledge is less than complete.
The standard way to measure this ignorance is to calculate the entropy defined as

𝑆 = −𝑇𝑟 (𝜌 ln(𝜌)) . (44)

If we can measure the distribution along the time-like direction and use the pure-state density matrix given in
Eq.(40), the entropy is zero. However, if we do not know how to deal with the distribution along 𝑡, then we should
use the density matrix of Eq.(42) to calculate the entropy, and the result is [21]

𝑆 = 2(𝑛+1)
{
(cosh 𝜂)2 ln(cosh 𝜂)− (sinh 𝜂)2 ln(sinh 𝜂)

}−(
1

cosh 𝜂

)2(𝑛+1) ∑
𝑘

(𝑛+ 𝑘)!

𝑛!𝑘!
ln

[
(𝑛+ 𝑘)!

𝑛!𝑘!

]
(tanh 𝜂)2𝑘. (45)

In terms of the velocity 𝑣 of the hadron,

𝑆 = −(𝑛+ 1)

{
ln

[
1−

(𝑣
𝑐

)2
]
+

(𝑣/𝑐)2 ln(𝑣/𝑐)2

1− (𝑣/𝑐)2

}
−

[
1−

(
1

𝑣

)2
]∑

𝑘

(𝑛+ 𝑘)!

𝑛!𝑘!
ln

[
(𝑛+ 𝑘)!

𝑛!𝑘!

](𝑣
𝑐

)2𝑘

. (46)

Let us go back to the wave function given in Eq.(20). As is illustrated in Figure 1, its localization property is
dictated by the Gaussian factor which corresponds to the ground-state wave function. For this reason, we expect that
much of the behavior of the density matrix or the entropy for the 𝑛-th excited state will be the same as that for the
ground state with 𝑛 = 0. For this state, the density matrix and the entropy are

𝜌(𝑧, 𝑧′) =
(

1

𝜋 cosh(2𝜂)

)1/2

exp

{
−1

4

[
(𝑧 + 𝑧′)2

cosh(2𝜂)
+ (𝑧 − 𝑧′)2 cosh(2𝜂)

]}
, (47)

and

𝑆 = 2
{
(cosh 𝜂)2 ln(cosh 𝜂)− (sinh 𝜂)2 ln(sinh 𝜂)

}
, (48)

respectively. The quark distribution 𝜌(𝑧, 𝑧) becomes

𝜌(𝑧, 𝑧) =

(
1

𝜋 cosh(2𝜂)

)1/2

exp

( −𝑧2
cosh(2𝜂)

)
. (49)

The width of the distribution becomes
√
cosh 𝜂, and

becomes wide-spread as the hadronic speed increases.
Likewise, the momentum distribution becomes wide-
spread [8, 23]. This simultaneous increase in the momen-

tum and position distribution widths is called the parton
phenomenon in high-energy physics [13]. The position-
momentum uncertainty becomes cosh 𝜂. This increase in
uncertainty is due to our ignorance about the physical
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but unmeasurable time-separation variable.
Let us next examine how this ignorance will lead to

the concept of temperature. For the Lorentz-boosted
ground state with 𝑛 = 0, the density matrix of Eq.(47)
becomes that of the harmonic oscillator in a thermal equi-
librium state if (tanh 𝜂)2 is identified as the Boltzmann
factor [23]. For other states, it is very difficult, if not
impossible, to describe them and thermal equilibrium
states. Unlike the case of temperature, the entropy is
clearly defined for all values of 𝑛. Indeed, the entropy in
this case is derivable directly from the hadronic speed.
The time-separation variable exists in the Lorentz-

covariant world, but we pretend not to know about it.
It thus is in Feynman’s rest of the universe. If we do not
measure this time-separation, it becomes translated into
the entropy.

CONCLUSIONS

In this paper, we started with the Lorentz-invariant
differential equation of Feynman et al. [3]. This equation
can be separated into the Klein-Gordon equation for the

free-flying hadron and the harmonic-oscillator equation
for the quarks inside the hadron. It was noted that there
is a set of solutions constituting a representation of the
Poincaré group [8]. While this set leads to many inter-
esting consequences in high-energy physics, it serves as
the mathematical basis for squeezed states in quantum
optics. This also serves as a mathematical tool for illus-
trating Feynman’s rest of the universe.

Starting from the physics of two-mode squeezed states,
we were able to give a physical interpretation to the
time-separation variable which is never mentioned in the
present form of quantum mechanics.

According to Feynman, the adventure of our science of
physics is a perpetual attempt to recognize that the dif-
ferent aspects of nature are really different aspects of the
same thing. While this is his interpretation of physics,
the question is how to accomplish it. One way is to prove
that everything in physics comes from one equation, as
Newton did for classical mechanics. Feynman’s equation
of Eq.(1) does not appear to generate all the physics, but
it could serve as the starting point in many branches of
physics.
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It is shown that a detailed sub microscopic consideration denies the wave-particle duality for
both material particles and field particles, such as photons. In the case of particles, their ψ-wave
function is interpreted as the particle’s field of inertia and hence this field is characterised by its
own field carriers, inertons. Inertons and photons are considered as quasi-particles, excitations of
the real space constructed in the form of a tessel-lattice. The diffraction of photons is explained
as the deflection of photons from their path owing to transverse flows of inertons, which appear in
the substance under consideration at the decay of non-equilibrium phonons produced by transient
photons.
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1. STRUCTURE OF THE REAL SPACE

In conventional quantum mechanics an undetermined
‘wave-particle’ is further substituted by a package of su-
perimposed monochromatic abstract waves. It is this
approximation that gives rise to the inequality of the
wave number ∆k and the position ∆x of the package
under consideration, which then results in Heisenberg’s
uncertainties [∆x, ∆p]> h, and related to de Broglie
k = p/λdeBr.. In a simple way Boyd [1] showed that
photons are not subjects of Heisenberg uncertainty; Boyd
also referred to Hans G. Dehmelt who won the Nobel
Prize 1989 for the development of the ion trap technique
experiments. Dehmelt [2-5] proved that both the position
and momentum of an electron could be measured simul-
taneously; he kept a practically motionless electron in an
electromagnetic confinement system for months, which
allowed his team to measure simultaneously - with accu-
racy 10−11 to 10−16 - the position, momentum and other
parameters.

Nevertheless, a wave-particle duality and the uncer-
tainty principle still remain significant in the quantum
mechanical formalism. The formalism was developed in
an abstract phase space and the high end of its appli-
cations is the size of the atom ∼ 10−10 m. Quantum
mechanics operates with canonical particles but does not
determine their origin nor an actual size. In quantum
physics the physical space is treated as an “arena of ac-
tion”. In such a determination there exists: 1) subjectiv-
ity and 2) objects themselves, which play in processes and
can not be examined at all (for instance, size, shape and
the inner dynamics of the electron; what is a photon?;
what are the particle’s de Broglie wavelength λde Br. and
Compton wavelength λCom.?; how to understand the no-
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tion/phenomenon “wave-particle”?; what is spin?; what
is the mechanism that forms Newton’s gravitational po-
tential Gm/r around an object with mass m ?; what does
the notion ‘mass’ mean exactly?, etc.).

A few years ago a detailed theory of the real physi-
cal space was created by Michel Bounias and the author
[6-9]. Initially the generalisation of the concept of math-
ematical space was proposed, which was done through
set theory, topology and fractal geometry. This in turn
allowed us to look at the problem of the constitution of
physical space from the most fundamental standpoint.
A physical space is derived from the mathematical space
that in turn is constructed as a mathematical lattice of
topological balls. This lattice of balls has been referred to
as a tessel-lattice , in which balls are found in a degener-
ate state and their characteristics are such mathematical
parameters as length, surface, volume and fractality. The
size of a ball in the tessel-lattice was associated with the
Planck’s size lP =

√
~G/c3 ∼ 10−35 m. Evidently, the

removal of degeneracy must result in local phase transi-
tions in the tessel-lattice, which creates “solid” physical
matter. So matter (mass, charge and canonical parti-
cle) is immediately generated by space and has to be
described by the same characteristics as the balls from
which matter is formed. The behaviour of a canonical
particle obeys submicroscopic mechanics (see, e.g. review
article [10]) that is determined on the Planck’s scale in
the real space and is wholly deterministic by its nature.
At the same time, it has been shown that determinis-
tic submicroscopic mechanics is in complete agreement
with the results predicted by conventional probabilistic
quantum mechanics, which is developed on the atomic
scale in an abstract phase space. Moreover, submicro-
scopic mechanics allows the derivation of ..Newton’s law
of universal gravitation and the ..nuclear forces starting
from first sub microscopic principles of the tessellation
structure of physical space. A particle appears as a local
fractal volumetric deformation in the tessel-lattice, i.e.
a fractal volumetric deformation of a cell of the tessel-
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lattice. The main peculiarity of the theory is the avail-
ability of excitations of the tessel-lattice around a moving
particle. These excitations transfer fragments of the par-
ticle’s mass and are responsible for inertial properties of
the particle. Because of that they were called inertons.
The following relationship was derived

Λ = λde Br. c/υ (1)

where λde Br. is the spatial amplitude/period of the par-
ticle associated with the particle’s de Broglie wavelength;
c and υ are the velocity of light and the particle, respec-
tively. The value of Λ in expression (1) determines the
amplitude of the particle’s inerton cloud, which spreads
in transversal directions around the particle; along the
particle’s path it spreads up to the distance λde Br./2.
The volume around the particle occupied by its inertons
has to be treated as the field of inertia of the particle.
Then the quantum mechanical wave function ψ becomes
determined just in this range and, therefore, the ψ-wave
function represents an image of the original field of in-
ertia (i.e. particle’s inerton cloud) defined in the real
space. The introduction of inertons makes the princi-
ple of uncertainty superfluous, because in the real space
instead of an undetermined wave-particle we have two
subsystems: the particulate cell (the particle kernel) and
the inerton cloud that accompanies it. So far physicists
have examined the behaviour of only a bare, or unclosed
particle, but the other subsystem, the particle’s inerton
cloud, went unnoticed and has not been considered. In
submicroscopic mechanics, the uncertainty principle has
no relevance. Nevertheless, at measurements, the parti-
cle’s inerton cloud is strongly scattered, i.e. the particle
looses its inerton cloud, which immediately prescribes a
probability to its behaviour. The present study shows
that including the particle’s inerton cloud is important
for examination of subtle kinetics of processes pertaining
to the interaction of photons with non-polarisable matter
and the diffraction of photons. Besides, inertons manifest
themselves at photon-photon crossing.

2. STRUCTURE OF THE PHOTON

The inerton is a basic excitation of the real space,
which transfers fragments of mass (i.e. local deforma-
tion of a cell) and fractality. The photon is the second
basic excitation of the space.

The photon appears [11-13] as a polarisation state of
the surface of the inerton. These two fundamental quasi-
particles of space can exist only in the state of motion.
We can draw the appropriate picture of the photon as
follows: the mass (local deformation) of the migrating
photon oscillates, periodically transforming to the state
that can be described as the tension of the cell. The
geometry of the surface of the photon oscillates between
the state of normal needles (electric polarisation) and the
state of combed needles (magnetic polarisation).

FIG. 1: Structure of the photon. The electrical polarisa-
tion, when needles are normal to the spherical surface, ap-
pears with the interval of λ. Needles are periodically combed,
which physically means the appearance of the magnetic field
in the present point. If needles are combed towards the di-
rection of motion of the photon, the photon can be called
right-polarised. If needles are combed in the reverse direc-
tion of the motion of the photon, the photon can be called
left-polarised.

Since we compare the size of an elementary cell of the
tessel-lattice with the Planck’s fundamental length lP, we
shall attribute this scale as the actual size of the photon.
However, high-energy physics extrapolates the unifica-
tion of three types of interactions (electromagnetic, weak
and strong) on the scale ∼ 10−30 m. This would mean
that although the core of the photon occupies only one
cell, a certain fluctuation in the tessel-lattice may reach
up to the scale 10−30 m.

Figure 1 represents an instantaneous photo of the pho-
ton: it is a cell of the tessel-lattice whose upper part
of the surface is covered by needles that stick out of
the cell and the lower part of the surface is covered by
needles that stick inside of the cell. Owing to certain
non-adiabatic processes, for example, a collision of the
charged particle’s photon cloud with an obstacle, free
photons are released from the photon cloud that sur-
rounds the charged particle.

A free photon migrates in the tessel-lattice by hopping
from cell to cell. During such a motion the state of its
surface periodically changes between the state of normal
needles (electric polarisation) and the state of combed
needles (magnetic polarisation). The photon in each odd
section λ/2 of its path looses the electric polarisation,
which is going to zero, and acquires the magnetic polari-
sation; in even sections λ/2 of the photon’s path it looses
the magnetic polarisation but restores its electric polari-
sation. Thus the wavelength λ of the photon represents a
spatial period in which the polarisation of the photon is
transformed from pure electric to pure magnetic. Having
λ and knowing the velocity c of a free photon we can cal-
culate the photon frequency, which features the frequency
of transformation of magnetic and electric polarisations:
ν = c/λ.
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3. QUANTUM THEORY OF DIFFRACTION

Epstein and Ehrenfest [14,15] following Compton con-
sidered a three dimensional infinite triclinic lattice with
the spacings ax, ay and az in the respective directions of
its chief axes. They believed that in a collision with a
light quantum such a lattice could only pick up a linear
momentum the orthogonal projections of which px, py

and pz on the directions x, y and z of the chief axes sat-
isfy the fundamental conditions of the quantum theory

∫
pxdx = nxh,

∫
pydx = nyh,

∫
pzdx = nzh (2)

here ni are three integral numbers and h denotes Planck’s
constant of action. The periodicity of the lattice is given
by its spacings ai so that the first integral is to be ex-
tended from x to x+ ax and the others correspondingly.
This allowed them to obtain

px = h nx/ax, px = h nx/ax, px = h nx/ax. (3)

Then they compared relationships (3) to relations for
light, because the momentum of a light quantum (i.e.
photon) of the frequency ν is given by hν/c = h/λ, where
λ is the wavelength in vacuum corresponding to the fre-
quency ν. The principle of conservation of momentum
requires the relations

α− α0 = λny/ay, β − β0 = λnz/az, γ − γ0 = λ nz/az,
(4)

where α0, β0, γ0 and α, β, γ are cosines between main
axes respectively before and after collisions with sites of
the lattice. These relationships are identical with those
derived by von Laue from the theory of interference.

Epstein and Ehrenfest mention that the distribution
of electronic density is sinusoidal in the lattice and hence
can be presented by the formula

ρ = A sin (2πx/ax + δ) (5)

ρ in an infinite grating is

ρ =
∞∑

n=0

An sin (2πnx+ δ) (6)

They further said that following the Fourier theorem
any distribution of electronic density could be built up of
sinusoidal terms, i.e. could be presented as a superposi-
tion of infinite sinusoidal gratings of the type (6).

Ehrenfest and Epstein [14,15] note that some kinds of
diffraction, e.g. the Fresnel ones, could not be explained
by purely corpuscular considerations and essential fea-
tures of the wave theory in a form suitable for the quan-
tum theory would be needed. They believed that quanta

of light should attribute phase and coherence similar to
the waves of the classical theory. And they assumed the
first papers by de Broglie and Schrödinger on modern
quantum mechanics would bring researchers much nearer
to the solution of the problem

The problem was resolved by introducing an unde-
termined notion of “wave-particle”, though Louis de
Broglie, the “father” of quantum relationships E = hν
and λde Br. = h/(mυ) for a particle was against such uni-
fication. Nevertheless, by using this strange “monster”
called the wave-particle duality, physicists were able to
explain some previously unknown phenomena.

Panarella [16] wrote a remarkable review paper ded-
icated to the experimental testing of the wave-particle
duality notion for photons. He reviewed the results of
many researchers and also presented his own data and
the analysis. In particular, he emphasized that his exper-
imental results brought new evidence that a diffraction
pattern on a photographic plate is not presented when
the intensity of light was extremely low, even when the
total number of photons reaching the film is larger than
that which was needed to form a clear diffraction pat-
tern. Some of his experiments lasted for weeks! Thus
it was established that a diffraction pattern did not fol-
low the linear principle with decreasing light intensity, as
the wave-particle duality required. He obtained the same
results by using photoelectric detection and oscilloscope
recording of the diffraction pattern.

In particular, Panarella [16] notes that with a flux (gen-
erated by an optical laser) of around 1010 statistically
independent photons/sec in the interferometer, a clear
diffraction pattern is recorded on the oscilloscope. At a
photon flux of around 108 photons/sec, no clear diffrac-
tion pattern appears. The further decrease of the inten-
sity shows an increase of nonlinearity in the behaviour
of photons. Moreover, a flux in the interferometer of 104

photons/sec shows that we deal with a single particle
phenomenon - no diffraction at all. Analysing the exper-
iments of previous researchers who dealt with fluxes of
only tens of photons per second, Panarella rightly inti-
mated that they were unable unambiguously to deter-
mine whether their sources of light produced individ-
ual/single photons or the sources produced packets of
photons.

Panarella concludes: “The series of experiments re-
ported here on the detection of diffraction patterns from
a laser source at different low light intensities confirms
the wave nature of collections of photons but tends to
dispute it, or not provide a clear proof of it, for single
photons”.

Further on, Panarella [16] tries to develop a “photon
clump” model in which he hypothesises a possible inter-
action between single photons in a low intensity photon
flux, which gathers photons in clumps, such that they
do not show wave properties at the diffraction. However,
his hypothesis raises the serious problem of the inner na-
ture of such interaction (sub-electromagnetic interaction
between photons?).
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4. INERTONS AS THE REASON FOR THE
DIFFRACTION PHENOMENON

Since before reaching the target photons pass through
the interferometer, which includes a series of details
(lenses, mirrors, etc. and a foil(s) with a pinhole), we
have to concentrate on some of its peculiarities, be-
cause they cause the photons to interfere. In a trans-
parent substance photons scatter by the structural non-
homogeneities producing non-equilibrium acoustic exci-
tations with wave numbers k close to those of photons.
If ω is the cyclic frequency of an incident photon then
the cyclic frequency of the acoustic excitation (phonon)
is [17]

Ω ∼=
2υsoundω n

c
sin

ϕ

2
= 4π

υsound n

λ
sin

ϕ

2
(7)

where λ is the wavelength of the photon, υsound is the
sound velocity of the substance and n its refraction in-
dex. ϕ is the angle between the initial and scattered
photons, which can be treated as very small for glass,
ϕ << 1, and hence the direction of motion of a pro-
duced acoustic phonon is practically parallel to that of
the photon. The lifetime of generated acoustic excita-
tions τ is about 10−11 s in a metal [18] and 10−10 to 10−8

s in semiconductors and dielectrics [19-22]. This means
that in a short time τ , non-equilibrium phonons decay.
These non-equilibrium phonons are the major subject of
our study. In line with our recent research [23], entities
in condensed media behave similar to single particles,
namely, vibrating near equilibrium positions they create
clouds of inertons that accompany the entities. That is,
the amplitude of a vibrating atom in a solid is considered
as the atom’s de Broglie wavelength. Therefore, we can
apply submicroscopic mechanics developed for free parti-
cles to vibrating atoms as well. This means that in a solid
we may use expression (1) not only for atoms but also for
phonons. Hence in the background of the inerton field of
equilibrium phonons, which can be considered as noise,
non-equilibrium phonons produced by incident photons
have to generate inertons in addition to the noise. Dur-
ing a short time, non-equilibrium phonons gradually re-
lease generated inertons in transverse directions to the
phonon’s wave vector k. This means that these inertons
move almost perpendicular to the beam of photons and
hence can tangibly affect the photon trajectories. Pic-
tures below demonstrate how forward photons generate -
through non-equilibrium phonons - flows of inertons in a
transparent substance, which then affect the subsequent
photons of the same beam of incident photons. We may
assume that photons in a beam form a three dimensional
grid. Let the cross-section area of the laser beam be πr2
where r is the radius of beam. Then the volume of pho-
tons per second in the beam, is cπr2. Therefore, the
concentration of photons per second is N/(cπr2) where
N is the number of photons in a photon flux that passes
the interferometer per second. Having the concentration,

FIG. 2: The first photon enters the interferometer. The pho-
ton creates the acoustical excitation that in turn generates its
cloud of inertons in transverse directions (non-relevant pho-
tons are shown before the interferometer).

FIG. 3: The first photon leaves the interferometer. The fol-
lowing photon just entered the interferometer; the photon
creates the appropriate acoustic excitation, which generates
a cloud of inertons, and inertons generated by the previous
photon are approaching the path of the second photon.

we can derive the mean distance between photons in the
beam, l =

(
cπr2/N

)1/3. A photon can travel this dis-
tance in a time t = l/c. We may estimate this time t
for Panarella’s experiments [16] and compare it with the
mentioned values of the relaxation time τ of phonons in
different media.

Why is it interesting to compare t and τ? Because
in a photon flux forward photons, which generate the
emission of inertons in the interferometer, are able to
affect following photons by means of the emitted inertons.
The pictures below clearly demonstrate this mechanism.

A similar situation takes place in a foil at the edge
of a pinhole. Photons bombard the foil and generate
non-equilibrium phonons. The wave vector of phonons
k′ practically coincides with the wave vector of incident
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FIG. 4: The two photons have already left the interferome-
ter: the second one has experienced a sideways action through
the inertons of the first photon. The third photon just enters
the interferometer; it experiences sideways action through in-
ertons generated by the two previous photons (through the
respective decayed phonons).

photons k. That is why the phonons decaying in time τ
generate inertons in transverse directions. These inertons
intersect the photon flux in the pinhole and are able to
affect photons there.

Let us estimate the value of t, i.e.

t =

(
cπr2/N

)1/3

c
, (8)

the time interval when a photon, which follows the pre-
vious one, will arrive at the zone of action of inertons
generated by the forward photon through the production
and decay of a non-equilibrium phonon. Let the radius
of the laser beam be r ≈ 0.35 cm, then for the three se-
quential values of photon intensities, used by Panarella
[16], N1 ≈ 1010, N2 ≈ 108 and N3 ≈ 104 we obtain from
expression (8): t1 ≈ 1.2 × 10−10 s, t2 ≈ 6 × 10−10 s
and t3 ≈ 1.2 × 10−8 s. The lifetime of non-equilibrium
phonons for dielectrics, as mentioned above, varies from
10−10 s to 10−8 s [19-22]. Thus if the inequality

t ≥ τ (9)

holds, the second photon will arrive to the interferome-
ter at the moment when inertons generated by the first
photon will already be absent there. Therefore, the sec-
ond photon does not experience a transverse action and
will continue to follow its path to the central peak on the
target. The inequality (9) holds for the case of the low-
est intensity of photons, N3 ≈ 104 photons/sec, namely,
t3 > τ . Hence the mechanism described is capable to ac-
count for Panarella’s experiments in which the diffraction
fringe was absent.

The distribution of photons by rings of the diffraction
pattern is described in classical optics [24]: the first sub-
sidiary maximum should have an amplitude 0.0175 times

FIG. 5: The three photons have already left the interferome-
ter and the fourth photon that has entered the interferometer
undergoes sideways action from three flows of inertons gener-
ated by the previous photons. The three first photons follow
their own trajectories: 1) the first one, which has not been
affected by inertons, follows to the centre of the target; 2)
the second photon, which was influenced by the first pho-
ton (through inertons of the appropriate phonon), is going to
form the first ring of the Airy diffraction pattern; 3) the third
photon, which underwent the influence of the double flow of
inertons (from the two first photons), is deflected to forming
the third ring of the Airy pattern, and so on

FIG. 6: Inertons intersect the pinhole affecting the flow of
photons, which results in the formation of the diffraction pat-
tern - the central peak with subsidiary maxima - on the target.



6

the amplitude of the central peak; the second subsidiary
maximum has an amplitude 0.0042 times the central am-
plitude. These results point out that the intensity of
transverse inerton flows in the interferometer, which de-
flects photons from their direct way to the central peak,
is not negligible in the case of a comparative high inten-
sity N of the photon flux. What is the reason for such
perceptible intensity of inertons?

If the energy of an incident photon is hν, then the
energy of the acoustic excitation produced by the photon
is ~Ω ≈ hν · υsound/c ≈ 10−5hν. The energy ~Ω
is quenched during the time τ and inertons emitted at
the phonon decay carry away an energy no more than
10−5hν. This value of energy is not enough to deflect a
subsequent photon from the direct line; this would simply
fuzzify the width of the central spot from the diameter
d0 to

(
1 + 10−5

)
· d0.

However, in the interferometer the initial photon pro-
duces hundreds or even thousands of acoustic excitations
nphon. and hence the intensity of the emitted inerton field
will also be a thousand times 10−5hν. Then the position
of the first ring on the target will be determined by the
expression

d1 = l · tan
~ Ω nphon.

hν
≈ 10−5nphon. · l (10)

where l is the efficient length of the interferometer;
the angle of deflection φ of photons (with the energy
hν) caused by an inerton flow generated by nphon.

phonons (with the energy ~Ω) is given by the function
tan [~ Ω nphon./ (hν)]. In expression (10) we put φ << 1,
however, at the same time the flow of inertons is still
treated rather intensively, such that d1 − d0 > d0, i.e.
the position of the first ring does not overlap with the
central spot. Then the second ring is formed by a flow
of inertons generated by 2nphon. phonons (after the first
and the second photons), the third ring is formed by in-
ertons generated by 3nphon. (after the first, second and
third photons), etc.

5. CONCLUDING REMARKS

We have analysed the kinetics of a photon flux in an
interferometer. The kinetics show that incident photons
producing acoustic excitations (phonons) are responsible

also for the emission of inertons. These inertons emerge
at the decay of non-equilibrium phonons in a short life-
time τ and spread in transverse directions to the photon
flux. The flow of inertons influences subsequent photons
of the photon flux, which deflects some photons from the
initial strait line. Following new trajectories, the photons
form subsidiary maxima around the central maximum on
the target.

It seems the parameter nphon. (the number of phonons
needed to generate the transverse flows of inertons for
the deflection of photons) allows an experimental veri-
fication. Namely, the classical diffraction pattern may
appear only when in the interferometer (for instance, a
lens) the intensity of photons N > 104 photons/sec and
the thickness exceeds some critical value. Only start-
ing from a concrete thickness of the lens the number
of acoustical excitations will be above the critical value,
nphon. > n

(c)
phon., and only at this moment the classical

diffraction pattern will be able to emerge following the
mechanism described above.

Recently Cardone, Mignany and colleagues [25-27]
have revealed anomalous behaviour of photons at cross-
ing photon beam experiments in both the optical and
the microwave range. They concluded that the proba-
bility wave should be replaced by admitting an interpre-
tation in terms of the Einstein-de Broglie-Bohm “hol-
low” wave for photons. Those experiments sustain the
interpretation of the hollow wave as a deformation of the
space-time geometry. These experiments further support
the sub-microscopic concept, which has been applied in
this study for the explanation of diffraction and non-
diffraction of photons. Indeed, the crossing of photon
beams has to result in a partial annihilation of colliding
photons, such that the surface polarisation is eliminated
from these field quasi-particles and only a local volu-
metric fractal deformation remains. In other words, in
the photon-photon collisions the electromagnetic polari-
sation is compensated and naked inertons appear instead
of photons (recall, the photon state is a state of the struc-
tured surface of an inerton; the photon state appears on
an inerton at the induction of the surface fractality, as
shown in Figure 1).

The author thanks greatly J. Perina (Jr.), O. Haderka,
M. Dusek and J. Fiurasek, the organisers of the 11th
International Conference on Squeezed States and Uncer-
tainty Relations (Olomouc, Czech Republic, 22-26 June
2009) at which this work was delivered.
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So far the conventional Bose-Einstein condensation of gases has been treated as a condensation of
entities in the momentum space, i.e. when all atoms are going to the same value of the momentum p,
which is often related to the corresponding wave vector state k. In the present work based on a theory
of real space and submicroscopic mechanics recently developed by the author, an alternative view
on the Bose-Einstein condensation is presented. It is shown that the condensation of atoms allows
an interpretation in terms of their clusterisation in the ordinary physical space at low temperature
when a specific correlation between atoms through the quantum mechanical interaction gives rise to
the atoms’ total coherent state. The equation for the number of atoms that combines in a cluster
is derived.
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1. INTRODUCTION

A Bose-Einstein condensate is a ..state of matter of a
dilute gas of weakly interacting ..bosons found in an ex-
ternal ..potential, which is cooled to a temperature very
near to ..absolute zero. These conditions assemble bosons
into the lowest ..quantum state of the external potential,
such that point quantum effects become apparent on a
macroscopic scale.

The possibility of Bose-Einstein condensation was ob-
tained through the study of the behaviour of momen-
tum states k of a gas of particles, i.e. by using methods
of conventional quantum mechanics developed in an ab-
stract phase space on the atomic scale, 10−10 m. As the
density increases or the temperature decreases, the num-
ber of accessible states k per particle becomes smaller,
such that at some moment more particles will be trans-
ferred into a single state k0 than statistical mechanics
prescribes. Then single extra particles added to the sys-
tem will go into that ground state too.

The maximum number of excited particles is defined
by the following integral over all momentum states, which
allows one to determine the number of particles cor-
responding to the conditions of Bose-Einstein statistics
(zero chemical potential) and the critical temperature:

N =
V

(2π)3

∫ exp
[
− (~k)2

/ (2mkBT )
]

1− exp
[
− (~k)2

/ (2mkBT )
]

=
V

(2π)3

∫
d3k

exp [(~k)2/ (2mkBT )]− 1
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where kB is the Boltzmann constant; m and k are the par-
ticle’s mass (i.e. atom’s mass) and wave vector, respec-
tively; V is the volume of the system studied. The state
of the BEC can be described by the wave function ψ(r) of
the condensate. The ψ(r)-function is interpreted as the
particle density and then the total number of atoms is
N =

∫
|ψ (r)|2dV . Assuming that all atoms are found in

the ground (condensate) state, the corresponding energy
describing the condensate is written as [1-3]

E =
∫ {

~2

2m
|∇ψ (r) |2 + V (r) |ψ (r) |2 + 1

2 U0|ψ (r) |4
}
dr,

(1)
where U0 is the energy of inter-particle interaction and
V (r) is the external potential. The minimisation of en-
ergy (1) with respect to the function ψ (r) results in the
Gross-Pitaevski equation [1-3]

i~
∂ ψ (r)
∂ t

=
(
−~2∇2

2m
+ V (r) + U0|ψ (r) |2

)
ψ (r) .

(2)
This equation is treated as the best equation describ-

ing the behaviour of the Bose-Einstein condensate and is
often applied to analyse various aspects associated with
the condensation.

2. THE SUB MICROSCOPIC CONCEPT

Michel Bounias and the author [4-8] developed a de-
tailed mathematical theory of space, which then was
taken as a basis for the construction of a sub micro-
scopic theory of the real physical space. We started from
the necessity of the theorem about “something”, which
introduced preliminary elements needed to construct a
physical universe. Only after that one may formulate a
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theorem about everything. However, in modern physics
many researchers practically ignore the primary elements
of nature and try to start immediately from the theo-
rem of everything, i.e. the unification of all fundamental
interactions, such as electromagnetic, weak and strong,
while at the same time ignoring equally important inter-
actions such as gravitational and quantum mechanical
(sometimes referred to as the Casimir force and similar
phenomena).

The studies carried out in works [4-8] show that the
ordinary physical space is constrained to exist in the
form of a tessellation lattice of primary topological balls.
This mathematical lattice of balls was called the tessel-
lattice . The size of these balls, which in the tessel-
lattice represent cells, was equated to the Planck length,
lP =

√
~G/c3 ∼ 10−35 m. A particle was determined

as a local deformation of the tessel-lattice, i.e. a frac-
tal volumetric contraction of a cell was associated with
the creation of mass in the degenerate tessel-lattice. In
particular, a stable fractal volumetric deformation was
associated with a particle. Thus, an appearance of a lo-
cal deformation in the tessel-lattice means the creation of
matter in the degenerate space. A surface fractal defor-
mation of such a particle means the creation of a charge
and produces a charged particle.

The motion of such object was studied in a series of
works by the author (see, e.g. review article [9]). It
was shown that the motion of a particle is accompanied
with a cloud of excitations, which were called inertons,
because these excitations are associated with the inert
properties of matter.

The amplitude of the cloud of inertons (or the inerton
cloud) is tied to the de Broglie wavelength by means of
relationship

Λ = λde Br. c/υ (3)

where λde Br. is the spatial amplitude/period of the par-
ticle associated with the particle’s de Broglie wavelength;
c and υ are the velocity of light and the particle, respec-
tively. The value of Λ in expression (3) is the amplitude
of the particle’s inerton cloud, which spreads in trans-
verse directions around the particle; along the particle’s
path it spreads up to the distance λde Br./2.

A moving particle jointly with its cloud of inertons
represents the particle’s wave ψ-function. The bound-
aries of the ψ-function are determined by the de Broglie
wavelength and the amplitude of inertons (3). Thus, the
ψ-function constitutes the field of inertia of the particle
and inertons play the role of carriers of this field.

3. THE SUBMICROSCOPIC BEHAVIOUR OF
PARTICLES

The sub microscopic approach allows us to shed new
light upon the phenomenon of condensation of a dilute
gas. This approach makes it possible to investigate how

the quantum mechanical field (a substructure of the mat-
ter waves, i.e. inertons, carriers of the particles’ field of
inertia) determines the collective behaviour of atoms. In
submicroscopic mechanics, the momentum p of a particle
is decomposed to the mass m and the velocity υ and each
of these parameters is characterized by its own behaviour
in the line of a particle’s path. The whole particle path
is subdivided by the particle’s de Broglie wavelength λ.
Along the section λ the particle velocity changes from
υ → 0 and is then again reinstated to υ. Owing to the
emission and re-absorption of inertons by the particle, its
mass also varies, m→ 0→ m→ 0, but of course m does
not disappear: the particle’s mass state m is periodically
passed to inertons and a local tension is periodically in-
duced on the particulate cell Ξ → 0 → Ξ → 0... (the
tension is a displacement of the volumetric fractal defor-
mation from its equilibrium state, periodically changing
to a local tension of space) [11].

As is generally known, in condensed media
atoms/molecules vibrate near their equilibrium po-
sitions. The crystal lattice is a good model to reveal
major regularities in mass dynamics of condensed matter
in general (a solid, liquid or gas) and that is why this
model has been used to study the behaviour of mass of
atoms in the crystal lattice [12]. Since massive nodes
vibrate near their equilibrium positions, i.e. are in
motion, they emit and re-absorb clouds of inertons.
Therefore inertons periodically remove a part of the
mass from vibrating nodes and subsequently bring it
back. Such behaviour can be described in terms of the
Lagrangian below (for simplicity of consideration we
consider an one-dimensional lattice), which is similar in
form to the expression (2) but is different in dimension,
as its variables are masses

Lmass =
∑
~n

{
1
2ṁ

2
~n − π

2T̄

(
ṁ~nµ~n + ṁ~n+~g µ~n

)
+ 1

2 µ̇
2
~n

}
(4)

where m~n and µ~n are variations of mass of nth node and
its cloud of inertons, respectively, which occur due to the
overlapping of inerton clouds of neighbouring nodes; ~g is
the lattice vector; T̄ is the period of collision of the mass
located in the nth node with its inerton cloud. The dot
over mass means the derivative in respect to the time t
treated as a natural parameter. Instead of variables m~n

and µ~n we may pass on to collective variables Φ~k and φ~k
by rules

m~n = 1√
N

∑
~k

Φ~k e
i ~k ~g, µ~n = 1√

N

∑
~k

φ~k e
i ~k ~g (5)

Substituting expressions (1) into the Lagrangian (4),
we obtain
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Lmass = 1
N

∑
~k

{
1
2 Φ̇~k Φ̇−~k −

π
2T̄

(
1 + cos~k~g

)
Φ̇~k φ−~k

+ 1
2 φ̇~k φ̇−~k

}
.

(6)
The Euler-Lagrange equations for the variables Φ~k and

φ ~k become

Φ̈~k − ω(~k) φ̇−~k = 0, (7)

φ̈ k + ω (k) Φ̇k = 0 (8)

where we designate ω(~k) = π
2T̄

(
1 + cos (~k~g)

)
. Periodi-

cal solutions to equations (7) and (8), which satisfy the
physical characteristics of the system of varying masses,
can be chosen as follows

Φk = Φ0 + Φ1 cos
(
ω(k)t

)
, (9)

φk = −Φ1 cos
(
ω(k)t

)
(10)

where parameters Φ0 and Φ1 are proportional to the rest
mass of the system’s particles and the mass of their in-
erton clouds respectively, and inversely proportional to
the square root of the total number of particles N −1/2.
The mentioned arguments point out that the variables
Φ~k and φ~k represent collective massive excitations in the
lattice: Φ~k describes collective mass excitations of the
nodes of the lattice; φ~k characterizes the mass field of
inertons that fill the entire space between the nodes in
the lattice, like dust.

It should be emphasized that these mass excitations
are completely independent from the phonons of the
lattice, because phonons are associated with collective
changes of positions of nodes (atoms). Mass excitations
described by the variable Φ~k represent the collective mass
state of nodes at the moment t and the variable φ~k de-
picts the collective state of the total inerton cloud of the
lattice.

The amplitude δm of oscillations of the nth node’s
mass can crudely be estimated as a ratio of the dispersion
of the nth node’s inerton cloud at the maximal distant
object (r = Λ) and the nearest node (r = |~g|)

δm ≈ m~n
|~g|
Λ
≈ 10−4m~n (11)

where Λ is the amplitude of the inerton cloud of the nth
node. In accordance with correlation (3), the mentioned
amplitude is related to the node’s de Broglie wavelength,
λ~n ≡ δ r~n, the node’s velocity υ (sound velocity, as the
node participates in acoustic vibrations) and the inerton

velocity in the lattice can be equal to the velocity of light,
c; then

Λ~n = δ r~n
c

υ
≥ δ r~n · 105 ≈ 104g (12)

4. CLUSTER FORMATION IN GASES

Overlapping inerton clouds of atoms in condensed me-
dia means that the appropriate term of interaction must
be taken into account when one studies the equilibrium
state of molecules. In other words, a pair potential of
intermolecular interaction requires one more term asso-
ciated with the interaction through the inerton channel.
Thus the conventional consideration of a pair intermolec-
ular interaction, for instance through the Lenard-Jones
potential, must be supplement by an additional term:

V (r) = − ε1

r6
+

ε2

r12
+ 1

2γ r
2 (13)

where the last term represents elastic overlapping of in-
erton clouds of the nearest molecules. It seems the last
term is small in solids and liquids where the electric com-
ponents of interaction, the first and the second terms,
prevail. However, in the case of gases the first two terms
are also small and hence we may anticipate that the third
term will clearly manifest itself.

In work [13] we suggested a new approach to the study
of a cluster formation in condensed media; namely, by us-
ing statistical mechanics we showed that a pair potential
can be separated to two terms: attraction and repulsion.
The competition between these two terms may result in
the distribution of interacting particles into clusters. In
the next publications [14,15] the formation of such clus-
ters in some specific systems has been examined. In work
[12] the appearance of the term 1

2γ r
2, as a supplement to

conventional interaction between molecules in condensed
matter, has been studied in detail; it has been argued
that this term has to be included at the consideration,
as it plays the role of a receptor that absorbs an external
inerton radiation, which in turn changes the arrangement
of molecules in the system in question. Let us consider
an atomic gas. A decrease in temperature of the gas
will also result in the decline of the de Broglie thermal
wavelength λ th = h/

√
3mkBT of gaseous atoms and at a

certain temperature λ th will become comparable to the
mean distance g between atoms. In terms of conventional
quantum mechanical consideration this means that the
atomic wave functions start to overlap and the atoms by
Ketterle [16] “become a ‘quantum soup’ of indistinguish-
able particles”. In such a “soup” atoms are found in the
coherent state.

However, submicroscopic mechanics states that the
overlapping of inerton clouds of entities takes place much
earlier at a higher temperature and a larger distance be-
tween atoms, because the overlapping is determined by
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relationship (3). For example, in a solid the wavelength
of an atom is around 10−11 m and the velocity of mo-
tion/vibration is around 103 m/s, then Λ ∼ 10−6, which
is a quite big distance in the context of condensed matter.
This overlapping gives rise to the appearance of collective
vibrations known as phonons.

From the view point of the sub microscopic concept
the whole coherent state in which the motion of all the
atoms is synchronised requires other conditions, namely,
when the de Broglie thermal wavelength λ th becomes
exactly equal to the distance g between atoms. But what
happens in this case? In this case the (n − g)th atom
emits its inerton cloud that then is fully absorbed by the
nth atom; the nth atom emits its own cloud of inertons,
which then is fully absorbed by the (n + g)th atom, etc.
In other words, the coherent exchange of inerton clouds
by the atoms when an inerton cloud emitted by one atom
hops to the neighbouring atom and is absorbed by it,
we have to relate with the phenomenon of Bose-Einstein
condensation.

Let us investigate whether the occurrence of clusters
can be possible in a Bose-Einstein condensate. The ac-
tion S for the ensemble of Ntotal interacting boson parti-
cles, which tend to clusterise with N particles in a cluster,
has the form [13]

S ∼= K ·
{

1
2 (a− b)N 2 − ln (N + 1) +N ln ξ

}
(14)

where the functions a and b are determined through the
expressions below

a (N) = 3/(kBT )

N 1/3∫
1

Vrep (ρ)ρ2dρ, (15)

b (N) = 3/(kBT )

N 1/3∫
1

Vatt (ρ)ρ2dρ. (16)

For simplicity, the repulsion potential can be taken in
the Lenard-Jones’ form

Vrep (ρ) = V0 rep/ρ
12. (17)

The attraction potential should include at least three
terms: 1) the dispersion potential of inter-atomic interac-
tion, which is usually written as −C6/r

6; 2) a potential
formed by a trap, which can be modelled by a harmonic
potential and 3) the harmonic potential caused by small
spatial oscillations of atoms near their equilibrium posi-
tions, i.e. inerton elastic interaction. So, the attraction
potential is

Vatt (ρ) = C6/ (rρ)6 − 1
2 γtrap r

2ρ2− 1
2 mω2 (δ r)2

ρ2 (18)

where m is the mass of an atom, r is the distance between
atoms, γ is the effective force constant of the trap, ω is
the cyclic frequency of proper oscillations of an atom, δ r
is the appropriate amplitude and ρ is the dimensionless
distance parameter.

Substituting potentials (17) and (18) into functions
(15) and (16) respectively, we then construct the action
(14), which in the explicit form becomes

S = K ·
{

1
6
V0 rep
kBT

N 2 − 3
6

C6
r6 kBT

N 2

+ 3
20

1
kBT

(
γtrap r

2 +mω 2δ r2
)
N11/3

− ln (N − 1) +N ln ξ
} (19)

Proper oscillations of atoms, which are characterised
by the frequency ω, are produced by their movements.
In other words, the origin of the frequency ω is produced
by collisions of atoms with their inerton clouds [9]. Since
in the case of Bose-Einstein condensation the chemical
potential of atoms µ = 0 and the fugacity ξ = 1, the last
term in expression (19) reduces to zero.

The equation for the number of atoms combined in a
cluster comes from the equation ∂S/∂N = 0, such that
we obtain explicitly

N ∼=
(

10
33

9C6/ r
6 − 4 V0rep

γtrap r2 +mω 2δ r2

)3/5

. (20)

Here in expression (20) in the numerator the difference
between the attraction and repulsion energies at equilib-
rium distance r of interacting atoms can be estimated
as: 9C6/r

6 − 4V0rep ≈ 10kBT |T=300K
∼= 4.25 × 10−20

J; in the denominator in the first approximation we
may neglect the trapping potential 1

2γtrap r
2 (neverthe-

less see Figure below). Let us assign numerical values
to the parameters δ r and ω for the case of caesium
atoms whose mass is mCs = 2.207 × 10−25 kg. Since
the amplitude δ r of oscillations of an atom is associ-
ated with its de Broglie wavelength λ, we may write
δ r = λ = h/ (mCsυ). However, in the case of dilute
gases, a lattice of atoms is not formed, as the overlapping
of their inerton clouds is not strong enough. That is why
the oscillation of atoms is caused only by their thermal
motion: υ ≈ υ th =

√
3kBT/mCs

∼= 3 × 10−3 m/s where
we use a typical temperature of the Bose-Einstein con-
densate T = 50 nK. So, δ r = λ th = h/ (mCsυth) ∼= 10−6

m and then the cycle frequency of atom oscillations be-
comes ω = πυth/δr ∼= 9.43 × 103 s−1. The abovemen-
tioned numerical values of the parameters allow the eval-
uation of the number of atoms that assemble in a Bose-
Einstein cluster: N ≈ 1.95× 105.

A variation of the parameters in expression (20) allows
us to construct the dependence of the number of atoms
in a cluster N versus the de Broglie thermal wavelength,
or amplitude δ r (see Figure). In fact, these estimates are
in line with experimental observations that show 105 up
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FIG. 1: Number of atoms N in a Bose-Einstein condensate
cluster versus amplitude δ r of thermal motion of atoms, i.e.
the solution of Eq. (20) as the function of the de Broglie ther-
mal wavelength δ r = λ th = h/ (mCsυth) = h/

√
3 kBT mCs.

Here, the double harmonic trapping potential γtrap r 2 = 0
(curve 1), 5× 10−29 J (curve 2) and 5× 10−28 J (curve 3).

to around 1010 atoms being in the state of Bose-Einstein
condensation.

Thus, the presented consideration makes it possible to
account for the quantity of matter that is found in the
condensed state: inter-atomic interactions subdivide the
system of atoms to clusters but the cluster state is real-
ized when the absolute value of an attraction potential
starts to exceeds the thermal energy, Vatt ≥ kBT . This
inequality holds for the case calculated above: the at-
traction energy 1

2mCs ω
2δ r2 ≈ 1.7× 10−30 J exceeds the

thermal energy kBT ≈ 7× 10−31 J.
When the drift/diffusive rate of ultra cold atoms in-

creases (a typical observed speed is around 1 cm/s), the
thermal de Broglie wavelength λ th drops down, which
must result in the rearrangement of atoms, because at
such conditions the density of gas increases, provoking a
collapse of the Bose-Einstein clusters.

5. CONCLUDING REMARKS

In this work we have shown in short how the physical
space can be constructed starting from pure mathemati-
cal ideas: set theory, topology and fractal geometry. The
rigorous constitution of the real physical space allows one
to derive major physical notions, such as a particle, mass,
charge, field and so on. This enables the development of
submicroscopic mechanics of a particle in space, which
introduces a cloud of inertons, as an additional com-
ponent to the particle. Inertons, which carry fragments

of the particle’s mass, constantly accompany the particle
through its motion. The particle’s cloud of inertons can
be associated with the field of inertia.

It has been argued that in addition to the vibratory
motion of atoms in a substance a variation in their mass
also occurs. It is shown that the wave function ψ intro-
duced in quantum mechanics by Schrödinger represents
the field of inertia of the appropriate moving/vibrating
entity (an atom or a molecule) in the substance in ques-
tion. Hence, the ψ-function, as the representation of
the particle’s field of inertia, possesses a substructure:
it has its own carriers, quasi-particles of space: inertons.
These excitations of space are responsible for the mass ex-
change, or gravitation, between the substance’s entities.
The overlapping of real inerton clouds, i.e. correspond-
ing wave functions determined in a phase space, results
in the emission and re-absorption of inertons by vibrating
atoms/molecules.

Emission and re-absorption of inertons by entities
means that the mass of atoms in any substance is not
a stationary parameter, but dynamic. The value of mass
varies with amplitude ∆m that is small in comparison
with the rest mass of the atom. However, the inerton field
can be excited in some substances and is able to affect
other substances inducing novel effects: change in mass
rearranges entities, which tend to a peculiar secondary
phase transition in the substance in question, namely,
clusters. Moreover, the generated inerton field can be
intensive, such that irradiation has an effect on chemical
reactions, which has in fact been observed in the study
of mixture of oil and methanol [17].

The coherent emission and absorption of inerton clouds
by adjacent atoms supply deeper information on Bose-
Einstein condensation of cool atoms. Instability of Bose-
Einstein condensates with respect to expansion of atoms,
a Feshbach resonance when a meta-stable composite sub
system is temporary created, and other effects might be
described in terms of the submicroscopic consideration
as well, not only in the framework of the Gross-Pitaevski
quantum mechanical equation (2). The point is that a
Bose-Einstein condensate cluster can be treated not only
as a whole continuous object with a corresponding unified
wavefunction ψ, but also as a dynamic system of many
coherently oscillating entities, like a nucleus that consists
of many nucleons. Such approach would bring some new
results in the description of Bose-Einstein condensates
on a completely deterministic basis, owing to carriers,
i.e. inertons, which establish a short-range interaction
between entities.

The author thanks greatly J. Perina (Jr.), O. Haderka,
M. Dusek and J. Fiurasek, the organisers of the 4th
Feynman Festival (Olomouc, Czech Republic, 22-26 June
2009) at which this work was delivered.
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Estimation of Photonic Multipolar Coupling Ranges among Quantum Dots
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This paper gives a real use of the time-energy uncertainty principle for nanostructure circuit design
consideration. The range of virtual as well as real photons mediating interactions among nano-structures
is estimated in a product of photon lifetime and its velocity, as in the meson exchange model for nucleon.
This gives a new vista for the near field interactions of electric nature in solid, especially for the nonra-
diative internal energy transfer that may be called as resonance dynamic multipole-multipole interaction
(RDMMI). The length of the transition dipole is deduced from the 0.3 meV fine structure in our micro-
photoluminescence spectra of an indivisual coupled GaAs asymmetric quantum dots. Various multipoles
and their potentials are estimated employing this dipole length. Then the ranges and lifetimes of the RD-
MMI are derived and plotted, together with the spatio-temporal consideration and a provisional structure
of quantum circuits.

I. INTRODUCTION

We have been investigating the fast and seemingly weak
correlations among quantum dots (QDs) ensemble, mani-
festing them at macroscopic level using the recent techno-
logical progress in nanometer structures and measurements
[1], [2]. Especially, the inclusion of the resonance dy-
namic dipole-dipole interaction (RDDDI, started by pump-
ing photons sufficient only for one site out of two sites as an
example) has been our major concern both in theory and in
experiment, as the method to enhance coherence as well as
a mean to execute logic operations, proposing a prospective
model of solid state integrated circuits for quantum com-
putation [1], [2], [3]. In the RDDDI in a pair of sites, en-
ergy transfer is done only by the quantum mechanical res-
onance due to the dipole-dipole coupling, and no electron
is transfered dislike the case of tunneling, starting from a
state where either one of the sites is excited initially, and
this excitation energy will be transferred between the sites.
This is a nonradiative internal energy transfer.

As is commonly understood any electric interaction may
be interpreted as maintained by the exchange of photons,
real or virtual depending on how much extent the energy is
conserved [4]. This photon exchange model has not been
familiar in physics of solids, mainly because the range of
the mediating photon of significant energy was not long
enough to cover the distance of usual concern, e.g. size
of devices in conventional integrated circuits. However,
in our nanoscale structures, this type of understanding is
becoming indispensable.

In this paper, a theoretical outlook of the possible inter-
actions involving virtual [5] as well as real photons will
be given, first by plotting various interactions numerically,
employing the dipole length estimated by our �-PL (mi-
crophotoluminescence) spectra of GaAs/AlGaAs coupled
QDs [2], [6]. Then, according to the time-energy uncer-
tainty, each interaction energy will yield the lifetime of the
mediating photon, or the coherence time for the interaction.

And the coherence length or the range of the interaction is
estimated, amounting to the limiting distance for the possi-
ble interconnection and device operation of each multipolar
interaction. Moreover, prospective device concepts to im-
plement these interconnections and the logical operations
are given [6], [7].

II. COMPARISON OF MULTIPOLE INTERACTIONS

A. Derivation of the Multipoles

As represented in Fig.1, an arbitrary electric charge �� at
position �� � ���� � ���� � ���� imposes a potential �� at
position� � ��� � ��� � ��	 following the Coulomb
law, where ��, �� and �� are the unit vectors of the Carte-
sian coordinates. For a charge distribution, the total poten-
tial �� would be given as
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in SI unit. The Coulomb potential may be expanded in
three dimensional Taylor series as follows, usually assum-
ing that �� is much smaller than 
, i.e. � �� � � � � �.
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FIG. 1: Coulomb potential at � exerted by a charge �� at �� .
The �� is the angle between the vectors � and � � ��. The
displacement �� (dipole length is � �� � � ��) yields a dipole at
site � as �� ��
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where the terms of �
�

�

�
, as well as �

�
� , �

�
� , ��� , and the dipole

moment vector �� � ���� (in sans-serif) are not operated
by the differentiation with the position coordinates such as
��, �� and �� in �, because these have only the role of
increments in the Taylor expansion, however the absolute
value of �� i.e. � �� � refers to the dipole length ��; and
�� is the unit vector along � � ��, ���� is the electric
field from a simple charge ��, i.e. ���� �

	���

	
��������
, and

���� is the quadrupole moment tensor. In Fig.1, an electric
charge �� is at the origine in QDi, and another charge �� is
at the tip of vector�, laying in another QDj. The transition
dipoles may appear at the origine and at the tip of vector�
giving the dipole moment ���� and ���� respectively. The
interaction between these two transition dipoles is refered
to as RDDDI, and is believed to be mediated by exchange
of real or virtual photons.

As usual, the major parts of the first three terms of eqn.
(3) or (4) are assigned as the simple Coulombic potential
���, the dipole potential ���, and the quadrupole potential
�
� at � respectively, generated by the single charge at po-
sition ��.

B. Interactions of Multipoles with Multipolar Potentials

These multipolar potentials in turn interact with a single
charge �� , a dipole (vector) �� � ���� , and a quadrupole
�� , yielding the interaction energies ���, ��
, ���, �
�,
�

, �
�, ���, ��
, ��� where cs, cd, cq, ds, dd, dq,
qs, qd, and qq refer to the combination of the potentials and

the charge, dipole, or quadrupole. The detailed expressions
of these are given below in eV and SI units, and also plot-
ted as functions of the inter-polar distance � � � �� � �

�
�� � � � � 
 between the multipoles as Fig.2, on the

basis of the dipole length �� � � � � � ��	��nm estimated
by our microphotoluminescence spectra of GaAs/AlGaAs
coupled QDs having a pair of 0.3meV splittings [2].
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where ��
 and ��� correspond respectively to the dipoles
parallel to the line connecting the two, and those perpen-
dicular to the line, � is the angle between vectors �� and
� � �� as seen in Fig.1, and the arrow (�	) corresponds
to the asymptotic relation in � �� �� � � 
.

According to the standard perturbation theory [8], the
second order perturbation effect of the dipole-dipole inter-
action of eqn.(10) may be estimated, using this equation as
the perturbing Hamiltonian 


��� ��

� with a parareter �
which is smaller than � (� � �) representing the strength
of the perturbation; 


��� �� � � 


��� ��

�. The new
eigenstates (eigenvectors) � �	� and the eigenvalues �	

may be expressed in series of �. If we put these expansion
into the time-independent Schrödinger equation, polyno-
mial equations in � that should be satisfied by small but all
possible values of � are derived. Then comparing the terms
of same order in �, an equation of the second order pertu-

bation energy �

� � is derived [2], as �

�� � � �
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, where � is

the detuning of the original unperturbed levels, i.e. � �
�� ��� in our coupled quantum dots [2], [6].

III. NUMERICAL ESTIMATION OF MULTIPOLAR
INTERACTION ENERGIES

The maximum energies of the different multipolar inter-
actions in eV as the functions of the inter-polar distance in
nm are calculated on the basis of the experimentally esti-
mated dipole length �� � �� (or ��) � ��	��nm, which is
about four times larger than the dipole length of bulk GaAs
[2], [9]. The absolute values are plotted in Fig.2. It is un-
derstood that 
� � � � � �� �, and � � �Al��Ga��As clad �
������. The dipole moment is estimated as ��
 � �����
� ���
� � ��	�� � ���� C m � ����� � ���
� esu
cm � ����� Debye. The displacement of the quadrupole is
assumed to be 0.3 of the dipole length, i.e. � q-pole � ��	 �
,
then �� � ���q-pole � ��
�� � ����� C m� � 
��	� �
����� esu cm�. The second order pertubation energy
�

�� is also shown, for the detuning of the original un-
perturbed levels�� �� ��� � �� meV which is typical
in our coupled quantum dots [2].

IV. RANGE, LIFE AND COHERENCE OF THE
MULTIPOLAR PHOTONIC INTERACTIONS

A. Estimation of Range, Life and Coherence

According to the quantum mechanical uncertainty prin-
ciple at a particle creation, it is possible to consider a time
which is conjugate to each interaction energy (� ). This
may be thought of as the lifetime within which the inter-
action could continue in a coherent manner in principle,
i.e. a theoretic coherence time of the interaction. Then,
the range of interaction (photonic range) may be derived
by multiplying the lifetime with the velocity (�) of light or
photon mediating the interaction. Scales for the lifetime
and the range are shown in Fig.2 by the horizontal bars,
and the range is also plotted more explicitly as functions of
the inter-polar distance in Fig.3.

The simple Coulombic inateraction (���), as an exam-
ple, is represented by the thin dotted line labeled as 


��

or 
�, yielding the highest energy and the shortest range
among the interactions considered, when the inter-polar
distance is larger than about 2 nm, as seen in Fig.2 and
Fig.3 respectively. This energy may be useful as the crude
estimation of the Stark effect due to the simple electric
charge at a neighboring site. Furthermore, the dipole-
dipole interaction (�

�) is represented by the thickest
solid line labeled as 


��

�

or 
�
� , giving energy 1.84 meV

and range 31.5 �m at 5 nm separation, as an example.
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FIG. 2: Absolute values of the multipolar interactions in eV, as
functions of the inter-polar distance, �� � � � � �� �. The esti-
mated dipole length �
 � �� (or �� ) � �GaAs QD � �����nm is used.

Moreover, if any of the multipolar interaction simulta-
neously accompanies other energy (e.g. band gap energy)
besides the energy discussed in previous section �II B, the
quantum mechanical calculus should be employed includ-
ing both of the energies [2], and the time-energy uncer-
tainty yields shorter coherence time and life. As an exam-
ple, in the case of the resonance interaction between the
transition dipoles (RDDDI, initiated by exciting photons
sufficient only for one site out of the couple of sites) in
GaAs/AlGaAs coupled quantum dots at 4 nm distance, the
energy �

� � 	�� meV amounts to the overall band gap
energy (or the photon energy) 1.56 eV (or 1.61 eV depend-
ing on the size of the quantum dot among the pair), yield-
ing the life 0.4 fs and the range 35 nm [2], falling into the
intra-device regime shown in next section �IV B.

B. Regimes of the Photonic Range

It may be convenient for the sake of arguments to di-
vide the range into three regimes, i.e. intra-device, inter-
device, and inter-chip regimes, covering respectively below
10 �m, from 10 �m to 1 cm, and above 1 cm, see Fig.4.
In the range below 1 nm, however, the inter-polar distance
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FIG. 3: Range of the mediating photons in the multipolar interac-
tions, as functions of the inter-polar distance, �� � � ���� �. The
horizontal bars labeled as Si, GaAs, and Cdia indicate the band gap
energy of bulk Si, GaAs or diamond respectively.

becomes shorter than the major features of the nanostruc-
ture such as semiconductor quantum dots, so we may leave
this range out of our current discussion. The intra-device
regime and the inter-chip regime may roughly correspond
to the near-zone and wave-zone respectively in the termi-
nology of molecular quantum dynamics [5].

The addition of the band gap energy (��) to the in-
teraction energy of the transition dipoles, shifts the pho-
tonic range from the inter-device regime to the intra-device
regime, in the case of usual semiconductors such as Si
(having a gap of 1.11 eV), GaAs (1.43 eV), and diamond
(5.6 eV) shown by bars in Fig.3. Alternatively, as an exam-
ple, the simple dipole-dipole interaction between (perma-
nent) dipoles (if they do not involve the bang gap energy)
in the GaAs/AlGaAs coupled quantum dots at 4 nm sepa-
ration (i.e. �

� � 	�� meV) yields the photonic range 16
�m, which is in the inter-device regime in turn, in contrast
with the case (35 nm, intra-device) of the transition dipoles
with the band gap energy mentioned in previous section
�IV A.

Moreover, if the inter-polar distance is below about 30
�m, the Coulombic energy (���) stays within the high
class spectroscopic resolution limit, i.e. about 0.002 nm
for wavelength around 750 nm, showing the possibility
of wavelength selective control for the logical operations.

Moreover, if the inter-polar distance becomes below about
5 nm, the simple Coulombic energy (���) exceeds the ther-
mal energy of room temperature, i.e. about 25 meV, sug-
gesting the possibility of room temperature operation of de-
vices based on the Stark shift.

V. DEVICE CONCEPTS USING THE MULTIPOLAR
PHOTONIC INTERACTIONS

It may be reasonable to think of device applications for
each regime of the multipolar interactions as suggested in
Fig.4 [6].

(1) The intra-device regime could be implemented by
the interaction of the dynamic transition dipoles, e.g. RD-
DDI involving the band gap energy [2]. This regime may
be suitable for the self-coherence-retention mechanism in
a block of quantum dot ensemble, as proposed elsewhere
[1], [3]. This range may also be useful for some logical
operations between quantum bits (qubits) at close distance.

(2) The inter-device regime could be implemented either
by the dynamic transition dipoles or by the externally in-
duced static dipoles. The former may also be useful for
the self-coherence-retention mechanism in a quantum dot
ensemble, and also useful for the logic operetions between
quantum dot ensembles (blocks), as the previous case (1).
The latter is suggested to be genereted by external (dc)
electric fields, and may be useful for logic operations be-
tween quantum dots.

(3) The inter-chip regime could be implemented either
by externally induced dipoles, or by permanent dipoles
built in the nanostructures, e.g. double-well type QDs,
metallofullerene, and so on. This regime may be useful
for transmission and broadcasting of signals among nanos-
tructures at a distance. Moreover, the externally induced
dipoles may also be useful for some logic operations as in
the case (2), but over a distance.

As a whole, the interactions of intra-device regime may
be useful for quantum computing and the like, and those of
inter-device and inter-chip regimes may be useful not only
for quantum information processing but also for applica-
tions such as neural networks [6], [7].

VI. CONCLUDING REMARKS

Multipolar interaction energies of the nontrivial combi-
nations ���, ��
, �
�, �

, �
�, ���, ��
, ���, and
the second order perturbation energy due to the dipole-
dipole interaction �

� � are demonstrated as functions of
the inter-polar distance, using our experimental estimation
of the dipole length [6].

It is seen from the plottings (Fig.2 and Fig.3) that be-
low around 6 nm the energy of dipole-dipole inetraction
starts to exceed 1 meV, and the interaction becomes re-
solvable even by the conventional simple and easy spec-
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FIG. 4: Artist’s concept of the intra-device, inter-device (intra-
chip) and inter-chip multipolar photonic interconnects, with two
examples respectively, where the constituent device is a couple of
two level systems which could be a quantum controlled not (CN)
logic gate [6].

troscopy. Below 3 nm the second order perturbation energy
of dipole-dipole interaction (van der Waals energy) starts
to exceed 1 meV. These trends lead to the higher tem-
perature operations. Furthermore, real or virtual photons
may be assigned to the multipolar interactions as the medi-
ator, suggesting a possibility of novel controlling technol-
ogy in nanometer structures, including the evanescent field
method to take the mediating photons out of a local device
into some external space.

With the time-energy uncertainty, each interaction en-
ergy will give the lifetime of the mediating photon, or the
coherence time of the interaction. Then the coherent length
or the range of the interaction is estimated, yielding the
theoretical limiting distance for the possible interconnect
by each multipolar interaction. Moreover, the prospective
device concepts implementing these intra-device, inter-
device, and inter-chip interconnections together with log-
ical operations are illustrated.
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We experimentally realized the general superposition of two inverse sequences of single-photon addition and
subtraction. This has given us the opportunity to obtain a direct and quantitative proof of bosonic commutation
rules.

We realized an experiment to directly prove the commu-
tation relation between bosonic annihilation and creation op-
erators. We devised a single-photon interferometer to realize
coherent superpositions of two sequences of single-photon ad-
dition and subtraction. The two operations were attained in
recent works in separate stages [1–4] in order to experimen-
tally apply them on quantum states of light. Then separate
sequences of the two operations were implemented and the
direct experimental verification of the noncommutativity of
the quantum bosonic creation and annihilation operators was
given [6]. Here we present the experimental realization of a
scheme for the arbitrary superposition of quantum operators
and apply it to directly and completely prove the commuta-
tion relation between bosonic creation and annihilation oper-
ators. Depending on the interference outcome it is possible
to directly apply the general superposition of ââ† − eıφâ†â
to the initial state, and in particular, the commutator (φ = 0)
and the anti-commutator (φ = π) [7]. Quantum commutation

Figure 1: Scheme of the superposition: the heralding modes of the
two subtraction stages interfere in a 50:50 BS. A coincidence be-
tween the single photon counter in the addition stage and the one
placed at one of the interferometer output correspond to the appli-
cation of the superposition ââ† − eıφâ†â on the initial state, then
homodyne analysis is performed. The phase φ can be adjusted using
a piezo-actuated mirror.

rules are at the root of the quantum behavior of light, and the
Heisenberg principle itself can be derived from these. The ex-
perimental implementation of superpositions of quantum op-
erators is of high interest both for a fundamental understand-
ing of quantum physics and for generating and manipulating
the basic quantum states for emerging technologies. We show

the first experimental results regarding the case of initial ther-
mal states. The obtained states of light are completely ana-
lyzed by performing balanced homodyne tomography [8, 9]
and the reconstruction of their density matrices and Wigner
functions allows us to directly and quantitatively verify the
commutation relation for the first time [10].

Figure 2: Experimentally reconstructed Wigner functions of the orig-
inal thermal state and of those resulting from the application of the
commutator and anti-commutator superpositions. The state is not
changed for φ = 0 .
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EVENTS AND PROBABILITIES IN QUANTUM THEORIES

CLAUDIO PARMEGGIANI - FEYNMAN FESTIVAL 2009

Abstract. We discuss a Relativistic Quantum Theory based only on the no-
tions of event and probability. Or, better, a probability calculus where the set
of events is not the classical one (a Boolean algebra) but a quantum one: a
family of closed subspaces of some Hilbert space. We do not have states or
observers; the Born formula is simply a consequence of Gleason theorem; the
reduction formula (wave function collapse) follows directly from the rules of
the probability calculus, extended to a non commutative context.

Introduction. Summary

InQuantum Theories at every event is associated a closed subspace (H;K; : : :)
of some separable, in�nito-dimensional Hilbert space; to elementary, not compound
events correspond unidimensional subspaces - or unit vectors. If the elementary
event represented by the vector � is certain (had occurred) at proper time t = 0,
then prob(H; t ; �) is the conditional probability of event H, at time t > 0; via
Gleason theorem we obtain immediately the, so called, Born formula:

prob(H; t ; �) = kH � �tk2 .

Here (and in the following) the subspaces are identi�ed with the corresponding
orthogonal projectors and �t is the image of � by an unitary evolution operator, Vt
(Sections 1, 2 and 3).
For two events H and K, at proper time t � s > 0, prob(H; t ; K; s ; �) is their

joint probability, conditioned by �; now the rules of probability calculus (plus some
plausible assumptions) lead to the reduction (collapse) formula (Section 4):

prob(H; t ; K; s ; �) = kH � Vt; s �K � �tk2 .
Obviously this �reduction�has nothing to do with observations or measurements:

the only thing that can, eventually, happens is the event K, (at intermediate time
s) and we are considering (at time t = 0) the probability of its occurrence.
Strictly connected to the notion of joint probability is the one of independence

of (compatible) events: H and K are said independent, at the same proper time
t > 0, if

prob(H; t ; K; t ; �) = prob(H; t ; �)� prob(K; t ; �).
Clearly these dependences (or correlations) have nothing to do with "physical"

in�uence but are a (not necessary) consequence of the incompatibility of H and K
with the conditioning event represented by �t (Section 5).
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In general, there are not external, classical observers: all the above is valid for
every object (a particle, a cat, a philosopher), observed or not. If, for example,
H and H? are ortho-complementary subspace (representing a not decayed or de-
cayed instable particle, a sleeping or awake philosopher), it is always possible that
prob(H; t ; �) > 0 and prob(H?; t ; �) > 0; we can say, �guratively, that there is
a superposition, with respect to H and H? (Section 6).
And we don�t have �states�(only events, eventually elementary) and the notion

of physical system is a derived one: closed Hilbert subspaces, translations and
rotations invariants, are identi�ed with (isolated) physical systems; the minimal
ones are the �particles�(Section 7).
In Classical Theories at every event is associated a subset (A;B; : : :) of some

reference set, the con�guration space; to elementary events correspond one-element
subsets - or point of the reference set. If the elementary event represented by the
point z had occurred at proper time t = 0, then prob(A; t ; z) is = 1 when zt belongs
to A, otherwise is = 0; similarly prob(A; t ; B; s ; z) is = 1 when zt belongs to A
and zs to B, otherwise is = 0.
We can speak, in this case, of �determinism�, the theory is said �dispersion free�,

but, obviously, all this is only a rough approximation of what happens in Nature.
Sometimes the initial conditions (� or z) are not precisely know; we dispose only

of a sequence �1; �2; : : :(or z1; z2; : : :) of elementary, initial events, with positive
weights w1; w2; : : : , w1+w2+ : : : = 1. Now the �total�probability is the weighted
average of the quantum prob(H; t ; �k) (or the classical prob(A; t ; zk) ), (k � 1);
so also in the classical case we lose the strict determinism, but for very di¤erent,
subjective, so to speak, reasons (Section 8).

1. Sets of events

Following [1, 2] and, mainly, [3] a generic events set (or measurable poset) is
a complemented, partially ordered set (E ; �; �), with (unique) least and greatest
elements, O and I.
The events a and b exclude each other if a � b (b � a); for every countable family

of mutually exclusive events a1; a2; : : :,

s = a1 + a2 + : : :

is the unique least event such that a1 � s; a2 � s; : : :. For every a, a+ a = I; and,
if a � b, there is an unique event (denoted b�a) such that a and b�a exclude each
other and

b = a+ (b� a).
Two events a and b are said compatible if there exist mutually exclusive, unique

events a1; b1; c such that a = a1 + c and b = b1 + c; now a 4 b = a1 + b1 and
a � b = c, by de�nition; compatible events behave as elements of a Boolean algebra.
An event e is said elementary if a � e implies a = O or a = e; distinct elementary

events are mutually exclusives only if compatibles.
A �rst, well known, realization of events sets (or measurable posets) is the �clas-

sical� one (see, for example, [4] or [5]): E (or EZ) is a Boolean algebra, closed
under countable unions, of subset of some set Z and � ,�are, respectively, the (set-
theoretic) inclusion and complementation, in Z. The elementary events are the
singletons - or the points - of Z ; they are always, if distinct, mutually exclusives;
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in fact, all events are compatible. If on Z is assigned a topology, T (a family of
open set), we generally (Borel) choose as EZ the smallest events set � T .
But to seriously describe Nature we need a �ner realization, the �quantum�one.
In the quantum realization the events set E (or EH) is the partially ordered

set of all closed subspace of an in�nito-dimensional, separable Hilbert space H; if
H;K 2 EH, H is H?, the orthogonal complement, in H, of H and H � K means
that H is a closed subspace of K; EH is not boolean. The elementary events are the
unidimensional subspaces - or the unit vectors - of H; they are mutually exclusives
only if orthogonal with respect to the inner product of H.
We stress the (apparently obvious) fact that we do not have two di¤erent real-

izations, classical and quantum, applicable to di¤erent contexts: the classical one
is only a �rst approximation; and there are also other intermediate, semiclassical,
approximations. It seems reasonable that the theory as to be presented, as any
theory, without resorting (somewhere, sometimes) to �approximations�.

2. Space and Time

In a Poincaré-Einstein relativistic theory the space-time is a four dimensional,
a¢ ne (Minkowsky) manifold, (X; �; �); � is a (+1;�1;�1;�1) quadratic form
on T(X), the linear space associated to X; � is a time-orientation function, that
is a f+1;�1g valued function, constant on each one of the two connected �-cones
(without apex) of T(X).
L(X; �; �) is the time-orientation preserving Lorentz group of T(X), so if � 2

L(X; �; �) and u 2 T(X), we have:
�(�(u); �(u)) = �(u; u)

�(�(u)) = �(u):

Let be �0 a space-like hyperplane of X and u the time-like (�(u; u) > 0) and
positive (�(u) = +1) unit vector of T(X), orthogonal to �0; we shall pose:

�s = �0 + s:u; s 2 R;
if t > s we can say that �t is posterior to �s, relatively to � .
Events are assigned on space-like hyperplanes (then they are parametrized by a

real variable, the proper time); two events are said space-separated if we can found
a space-like hyperplane where both are assigned. If this is not the case, we shall say
that the events are time-separated : one event is then posterior to the other, always
relatively to � .
The translations and rotations groups T(X) and L(X; �; �) act transitively,

weakly continuously and structure-preserving on the events set E . This means, for
example, that if u; v 2 T(X) and a; b; a1; a2; : : : 2 E , a � b, a1; a2; : : : are
mutually exclusive, we have:

(u+ v):a = u:(v:a); 0:a = a

u:a � u:b; u:a = u:a
u:(a1 + a2 + : : :) = u:a1 + u:a2 + : : : ;

hence, if e is elementary, also u:e is so.
If the event a0 is assigned on �0, we shall denote with at (or a(t)) the unique

event (t:u):a, the result of the (deterministic) time evolution; u 2 T(X) is always
orthogonal to �0.
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In Quantum Theory we have two continuos, unitary, projective representations
(on H) of T(X) and Lconn(X; �; �): U and D; U is always an ordinary representa-
tion; D can be �double-valued�(spinor). If u 2 T(X) is time-like, U(u) is a time
evolution operator; we shall often write Vt; s for the operator U((t�s):u); t; s 2 R.
In presence of �external �elds�, Vt; s can depend on t and s separately, but not on
their di¤erence, t� s.

3. Probabilities. Random variables. Expectations.

3.1. Probabilities. Quantum Theories. E is a generic events set and e0 2 E is
an elementary event, certain on some space-like hyperplane �0 (proper time = 0);
prob(a; t ; e0) is the conditional probability of event a, on �t (proper time = t > 0,
this restriction is fundamental). We assume that this probability depend only on
et, so

a 7! prob(a; t ; e0) = �et(a)

is a positive, unitary measure on E , for every elementary event et.
We observe that, because the initial, conditioning event e0 is certain, it is also

certain every f 2 E with e0 � f , so it seem reasonable to chose an e0 elementary
(but see the Section 8).
In Quantum Theories the Gleason theorem allow us to represent the above mea-

sure as:

��t(H) =
X
n�1


n(t): kH � �n(t)k2

where H is a closed subspace and �t an unit vector of H (our Hilbert space);
�1(t); �2(t); : : : is an ortho-normal basis of H and 
1(t) � 
2(t) � : : : � 0 is a
family of real numbers; 
1(t) + 
2(t) + : : : = 1.
But if H = E�t , the unidimensional subspace generated by �t, we must have:

��t(E�t) =
X
n�1


n(t): jh�t:�n(t)ij2 = 1;

hence


1(t) = jh�t:�1(t)ij = 1,

n(t) = jh�t:�n(t)ij = 0, for n � 2

which implies the Born formula:

prob(H; t ; �0) = kH � �tk2 = kH � Vt; 0:�0k2 .
We remember that �0 2 H, k�0k = 1 represents the initial, conditioning event,

assigned on the hyperplane �0 and H � � is the projection of H on �. Beside, �t =
Vt; 0 � �0 = U(t:u):�0 (Schrödinger dynamics), where u is the time-like, positive,
unit vector orthogonal to �0.
Finally, we observe that if H = E ,  2 H, k k = 1, we have:

prob(E ; t ; �0) = jh :�tij2 = jh :Vt; 0:�0ij2

a transition probability.
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3.2. Probabilities. Classical Theories. In Classical Theories we have, for every
A 2 EZ , z0 2 Z (the con�guration space), t 2 R, a "traditional" (typically Borel)
measure on Z:

A 7! prob(A; t ; z0) = �zt(A).

But if A = fztg, a singleton, surely measurable, we must have:

�zt(fztg) =
Z
fztg

d�zt = 1;

hence �zt is a Dirac measure, concentrated on zt 2 Z and, �nally

prob(A; t ; z0) = �A(zt);

�A is the characteristic function of A and t 7! zt a classical trajectory (Lagrange-
Hamilton dynamics). The probability is, deterministically, always 1 (if zt 2 A) or
0 (zt =2 A), the theory is dispersion free.

3.3. Quantum Random variables. Expectations and Dispersions. As in
every probability theory, we can de�ne the (real, random) variables as measures
on R, valued in E . So, if � is a random variable and I is a Borel subset of R, �(I)
is an event of E ; prob(�(I); t ; e0) is the probability (on �t and under the initial
condition e0) that �� takes values in I�.
The function, from Borel subset of R to R,

I 7! prob(�(I); t ; e0)

is a real, positive measure; if the real functions r 7! r and r 7! r2 are integrable, it
is possible to de�ne, always for t > 0, the conditional expectation and dispersion of
�: expt(�; t ; e0) and disp(�; t ; e0).
In Quantum Theory at every bounded variable � (the support of � is bounded)

is canonically associate, via spectral theory, a bounded operator (on H) R� and:

expt(�; t ; �0) = h�t:R�:�ti

disp(�; t ; �0) = k(R� � h�t:R�:�ti) :�tk ;
this dispersion is = 0 if and only if R� maps E�t on itself. Incidentally we can
observe that if the inner product space H is complete but only semi-normed (that
is not Hausdor¤) we loose the �only if�part of the above statement.
If R

0
; R

00
are bounded operators corresponding to variables �

0
; �

00
, we can asso-

ciate to R
0
+R

00
a new bounded variable, � and

expt(�; t ; �0) = expt(�
0
; t ; �0) + expt(�

00
; t ; �0)

for every t > 0 and �0 2 H. Now this �additivity� (semi-postulated in [2], IV.1),
is a consequence (via Gleason theorem, Born formula, spectral theory) of the pe-
culiar structure, Hilbertian, of our events set (and of the basic rules of probability
calculus).
To avoid it and to try to construct a dispersion free (Bohm) theory on some

EH we have a quite high price to pay; in fact it is necessary to introduce a sort of
modi�ed notion of probability, a �contextual�one (see [6]).
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3.4. Classical Random variables. In Classical Theories (assuming a Borel EZ)
we can always found, for every variable � and Borel subset I of R, an (unique) Borel
function F : Z 7! R such that:

�(I) = F�1(I):

The real measure

I 7! prob(�(I); t ; z0) = �F�1(I)(zt) = �I(F (zt))

is a Dirac measure (on R) concentrated on F (zt) and:

expt(�; t ; z0) = F (zt),
without dispersion, as expected.

4. Joint Probabilities. The Reduction formula.

We need the basilar notion of joint probability of two events; we have to carefully
distinguish (in quantum theories) the case of space-separated and the case of time-
separated events; in classical theories this distinction is quite inessential.

4.1. Space-like Separations. If two event, H and K, are space-separated (that
is we can �nd a common space-like hyperplane, �t, for some t) we require that
there is a single (joint) event H �K = K �H such that:

prob(H; t ; K; t ; �0) = prob(H �K; t ; �0) = kH �K � �tk2 ;
obviously this is possible if and only if H and K are compatible (the orthogonal
projectors commute).
This compatibility requirement is, in fact, present also in a Galilei-Newton rela-

tivistic theory, but in this case the family of hyperplanes �t, t 2 R, is �universal�
and we can speak of �simultaneous�events.
Classically all events are compatible and we have, for every t; s 2 R:

prob(A; t ;B; s ; z0) = �A(zt):�B(zs);

which is, quite deterministically, = 1 only if zt 2 A and zs 2 B:.

4.2. Time-like Separations. But, in the quantum realization, we need a more
general formula, valid for time-separated events: H and K, H is posterior to K.
We can straightly generalize the above space-like formula and postulate that, for
t � s > 0:

prob(H; t ; K; s ; �0) = kH � Vt; s �K � �sk2 ;
where Vt; s = U((t � s):u) and u is, as usual, the unit, positive vector orthogonal
to some, arbitrarily oriented �0.
But we can also obtain the time-like formula (reduction formula) from (perhaps)

more fundamentals assumptions, that is:
(1) the multiplication rule:

prob(H; t ; K; s ; �0) = prob(H; t� s ;  )� prob(K; s; �0)
= kH �  t�sk2 : kK � �sk2

for some intermediate condition  , unit vector of H,
(2) causality:  depend on �0, K and s (its past) and not on H or t (the

future),
(3) stability:  belongs to K � H.
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We observe that while the assumptions (1) and (2) are quite plausible, (3) is
not so. In fact (3) mathematically translate a speci�c trait of Nature: we have
indeterminism, but a quite �mild�one (see [2], III.3).

4.3. Deduction of the Reduction formula. Let be

�1(s) =
K � �s
kK � �sk

; �2(s); : : :

an orthonormal Hilbert basis of K and (cn(s) 2 C):

 =
X
n�1

cn(s):�n(s):

Then choose t = s and, as H = E�m(s), the unidimensional subspace generated
by �m(s), for some m � 1; H and t are arbitrary, because  do not depend on
them.
Now the multiplication formula can be rewrite as (H and K are now compati-

bles):
kH �K � �sk = kH �  k : kK � �sk

or, for the chosen m � 1,
jh�m(s):�1(s)ij = jh�m(s): ij = jcm(s)j

so we can conclude that jc1j = 1; c2 = 0; c3 = 0; : : :, and, setting c1 = 1,

 = �1(s) =
K � �s
kK � �sk

as required.

4.4. Generalization: N events. By an immediate induction argument, assuming
now that

prob(HN ; tN ; : : : ; H2; t2 ; H1; t1 ; �0)

= prob(HN ; tN ; : : : ; H2; t2 � t1 ;  1)� prob(H1; t1 ; �0),

that  1 belongs to H1 and depend only on �0, H1 and t1 we obtain, for N events
and N proper times:

prob(HN ; tN ; : : : ; H1; t1 ; �0)

= kHN � V (tN ; tN�1) � : : : � V (t2; t1) �H1 � �(t1)k2 ;
obviously here tN � : : : � t2 � t1 > 0.

5. Independence of Events. Correlations

5.1. Dependence and Independence of Events. Two space-separated (and
compatibles) events, a and b, are said independents, on �t, with respect to et, if:

prob(a; t; b; t ; e0) = prob(a; t ; e0)� prob(b; t ; e0)
that is, in the quantum case:

kH �K � �tk = kH � �tk : kK � �tk ;
obviously the events can be �dependents� with respect to some �0 (and t) but
independents for some other initial condition (and some other proper time).
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Clearly these dependencies have nothing to do with some magic, �non local�
physical in�uence: we loose independence because (ma not always, see the next
Subsections) for some t > 0, the event represented by �t is no more compatible
with H; K.
Classically we have always independence, this shows (again) the inadequacy of

the classical, deterministic theory.

5.2. Correlations of Events. The correlation of the space-separated, compatibles
events, a and b, is de�ned as:

corr(a; b; t ; e0) = prob(a � b; t ; e0)� prob(a; t ; e0)� prob(b; t ; e0).

It is possible to obtain a more useful expression for the correlations: let be

pt = prob(a � b; t ; e0); qt = prob(a � b; t ; e0)
p0t = prob(a � b; t ; e0); q0t = prob(a � b; t ; e0);

obviously (because I =a � b+ a � b+ a � b+ a � b):

1 = pt + p
0
t + q

0
t + qt

so

corr(a; b; t ; e0) = pt � (pt + p0t):(pt + q0t)
= pt(1� pt � p0t � q0t)� p0t:q0t
= pt:qt � p0t:q0t

=
1

4
((pt + qt)

2 � (pt � qt)2 � (p0t + q0t)2 + (p0t � q0t)2).

Hence we can conclude that:

�1
4
� corr(a; b; t ; e0) �

1

4

and that the correlation has a minimum = � 1
4 when

pt = qt = 0; p
0
t = q0t =

1

2

and a maximum = + 1
4 when

pt = qt =
1

2
; p0t = q0t = 0.

Obviously in dispersion free theory all the correlations are = 0: only one of
the pt; p0t; q

0
t; qt is 6= 0 (and = 1). But we can have a correlation = 0 also in a

�dispersive�context; for example if pt = qt = p0t = q0t =
1
4 .

5.3. Correlations free theories. We can say that a theory is correlation free
(or �local�) if all events, under every condition, are not correlated, as in classical,
dispersion free, theories; it is easy to see that such a theory is unavoidably classic.
In fact we can always choose an initial event e0 such that:

et � a � b+ a � b
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consequently p0t = q0t = 0 and

corr(a; b; t ; e0) = pt:qt = pt(1� pt)
So if, for some event, we have a probability 6= 0 and 6= 1, we necessarily have a

correlation 6= 0.

6. Superpositions

Our quantum rules are universally valid; for particles, cats or philosophers; there
is not an external, classical, observing world.
A typical situation is the following: H andH? are two (or more) ortho-complementary

events, which refer to some physical objects, eventually �macroscopic�. Now we can
have , for some �, t and ��:

prob(H; t ; �0) = kH � �tk2 > 0

prob(H?; t ; �0) =


H? � �t



2 > 0
(classically impossible); we can speak, in such a case, of a (H;H?)-superposition.
In fact we have:

�t = H � �t +H? � �t
where both addends are 6= 0, for some t > 0.
For example, we have four compatible events, H; H?; K; K? (a not decayed or

decayed instable particle, a sleeping or awake philosopher); we choose a �0 2 H �K.
Now things are �t up in such a way that, for t > 0,

H? �K � �t = 0
(we exclude a decay without awakening) but, generally, H � K? � �t 6= 0, H? �
K? � �t 6= 0, so we have

�t = H �K � �t +H �K? � �t +H? �K? � �t,
a superposition. (And, in fact, we also have many other superpositions).
Obviously the only thing that really happens is that, for t > 0, some probabilities

are > 0 (and < 1).

7. Physical Systems. Particles

Until now the Hilbert space H was unspeci�ed, universal, so to speak. But often
can happens that the vectors �t belong to the same closed subspace K of H, for
every �0 and t.
And the same will be true for every translation and (Lorentz) rotation of our

space-time, that is:

U(u):K � K
D(�):K � K

for all u 2 T(X) and � 2 L(X; �; �).
We can say that K is (U;D)-invariant. and, in such a case, we shall identify

these K with the isolated, physical systems.
With this identi�cation all the events (subspaces) K � K can be thought as

events relative to the physical system K; and the variable � is said relative to the
system K if �(I) 2 K, for every I, Borel subset of R; the operator R� maps K on
itself.
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An invariant subspace K is (U;D)-minimal if the only (U;D)-invariant closed
subspaces of K are ? or K; the representation of (U;D), in K, is irreducible.
The physical systems corresponding to (U;D)-minimal Hilbert spaces are the

particles of the theory.
Wigner, in [7] has classed these (U;D)-minimal, separable Hilbert spaces; for

a mathematical presentation, see [8]. As a result, we have a (physical) massive
particle for every connected component of the mass hyperboloid (with two con-
nected components) and for every �nito-dimensional, unitary, representation of the
so called �little group�, which is isomorphic to the (compact) tridimensional euclid-
ean rotation group.
If the representation D is ordinary (double-valued) we have an integer spin (half

integer spin) particle.
The physical (U;D)-minimal Hilbert spaces are the building block of the sym-

metric and antisymmetric Fock spaces, starting points of the so called �quantum
�eld theories�, see, for example, [9].

8. Incomplete Knowledge of the Initial Conditions

Sometimes the initial conditions (elementary events on some �0) are not pre-
cisely know; we can introduce the notion of total or averaged probability, where
the objective (only quantum) and subjective components of probability are both
considered.

8.1. Averaged probabilities. In quantum descriptions we have (for t = 0) a
family �1; �2; : : : of ortho-normal vectors of K (the physical system, an Hilbert
space), with positive weights w1; w2; : : : , w1+w2+: : : = 1. The averaged probability
is then (von Neumann trace formula):X

k�1
wk:prob(H; t; �k) =

X
k�1

wk: h�k; t:H:�k; ti = trace(H:Wt)

whereWt is the unit, trace-class operator such thatWt: =
P
k�1 wk: h�k; t: i :�k; t,

for every  2 K.
Clearly we cannot assume nothing, a priori, about the �1; �2; : : :and the w1; w2; : : :

(or, equivalently, the W ): they simply characterize the preparation of our physical
system. In fact we can identify (or de�ne) the system preparation with the operator
W .
Classically we have, as initial conditions, a family z1; z2; : : : of point of Z, with

positive weights w1; w2; : : :, w1+w2+ : : : = 1. Now the (averaged, but, in fact, the
only one) probability is :X

k�1
wk:prob(A; t; zk) =

X
k�1

wk:�A(zk;t) =

Z
A

dWt(z)

where dWt is a positive, unit measure on Z, sum of Dirac measures,
P
k�1 wk:�zk; t

.
When Z is a manifold, the pure point dWt measure is generally replaced by

a continuos one, d�t. In any case this classical probability takes all the values
between 0 and 1 and the dispersions (and correlations) are > 0, but this is only
a consequence of the subjective, imperfect knowledge of the initial conditions. An
improvement of this knowledge will reduce the dispersions.



11

8.2. Uniform Distributions. If, for some N < +1, we have

w1 = w2 = : : : = wN =
1

N
the averaged probability of event H, at time t, is simply:

trace(H:Ft)

trace(F0)

where Ft is the N -dimensional subspace of K spanned by the �1; t; �2; t; : : : �N; t ;
trace(Ft) = trace(F0) = dim(F0).
We can say that the system is uniformly prepared.
In this case, F0 is a closed, Hilbert subspace, hence an event, generally not

elementary. But it is sum of a �nite number - N - of elementary, mutually exclusive
events; it is, we can say, a �nite event, of dimension N .
So if f 2 E is a �nite, generic, N -dimensional event, we can introduce a sort of

�more general�probability of a 2 E , at time t;under the condition f (= e1 + e2 +
: : : eN ):

Prob(a; t; f) =
1

N

X
1�n�N

prob(a; t; en).
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Based on the geometry of entangled three and two qubit states, we present the connection bet-
ween the entanglement measure of the three-qubit state defined using the last Hopf fibration and
the entanglement measures known as two- and three-tangle. Moreover, the generalization of the
geometric representation of four qubit state and a potential entanglement measure is studied using
sedenions for the simplification of the Hilbert space S31 of the four qubit system. An entanglement
measure is proposed and the degree of entanglement is calculated for specific states. The difficulties
of a possible generalization are discussed.
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I. INTRODUCTION

Quantum entanglement can be understood as a physi-
cal resource associated with the nonclassical correlations
between separate quantum systems. Many current in-
vestigations in Quantum Mechanics are directed toward
essential questions about the nature and characterization
of quantum entanglement. Recently, entanglement has
gained importance in current developments in quantum
cryptography and quantum computing. Entanglement
measures are well understood for systems of two and
three qubits. Nevertheless, entanglement measures for
high dimensional systems are still a matter of research,
including the challenging topic of multi-qubit systems
[1–4].

This investigation is focused on a geometrical ex-
planation of entanglement between qubits using Hopf
fibration as a helpful mathematical tool for the reduction
of the Hilbert space of the composite system. Basically,
a Hopf fibration is a map from a higher dimensional
unit sphere to a lower dimensional unit sphere which
is not null-homotopic. The simplest example of a Hopf
fibration is a map from a three-sphere into a two-sphere

in three dimensional Euclidean space S3 S1

→ S2, which
helps to define the well known Bloch sphere as the
representation of one pure qubit. In this case, two
complex numbers are necessary for the normalization
condition that depends on four real parameters. These
real numbers define a three-sphere and using the Hopf
fibration, all the states differing by a global phase are
identified with a unique point in the two-sphere [2]. The
circle parameterized by a phase is called the “fibre” and
the two-sphere is called the “base”. The Hopf fibration
between higher dimensional spheres is useful for the
geometrical understanding of two and three qubits and
the role of entanglement is very important from this

∗Electronic address: p-pinill@uniandes.edu.co
†Electronic address: jluthra@uniandes.edu.co

point of view [1, 2].

The normalization condition for a pure two qubit
system depends on four complex numbers; this means
eight real parameters that define a seven-sphere. At
this point, it is possible to define two quaternions such
that this normalization will be completely analogous to
the case of a single qubit. The second Hopf fibration
maps a seven-sphere to a four-sphere; the fibre is now a

three-sphere and the base is a four-sphere S7 S3

→ S4, this
means that all the states differing by a unit quaternion
are mapped onto the same value in the base. Usually,
this fibration reduces the two original quaternions to
one, but in the separable situation this quaternion
simplifies to a complex number and the base is reduced
to an ordinary sphere, that is, the Bloch sphere of one of
the qubits. Therefore, the Hopf fibration can determine
if the two-qubit state is entangled or separable [1, 2].

The next step in this iteration is the quantum system
of three qubits, in which a visible difference appears in
this instance because the separability among the qubits
can be possible in two different ways: First, the three
qubits can be separated in the subspace of a single
qubit and the subspace of two qubits (bi-separable); and
second when the three qubits are fully separated. With
the third fibration, the Hilbert space of the three-qubit
system, a fifteen-sphere is mapped onto an eight-sphere

as base and a seven-sphere as fibre S15 S7

→ S8; this
fibration is also entanglement sensitive [1] since in the
bi-separable case the fibration maps once more into the
subspace of pure complex numbers. The fully separated
case is acquired from the second Hopf fibration acting
over the fibre which can be reduced to the multiplication
of two Bloch spheres.

The goal of this paper is the generalization of this idea
for four-qubit systems and an entanglement measure is
proposed and tested for well-known states. The paper is
organized as fallow: In section 2 we recall the work and
results of [1, 2] and we make the identification between
the entanglement measure introduced in [1] and the two
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and three-tangle [3, 4]. In section 3 we give a generali-
zation of the Hopf fibration idea for four-qubit systems
and an entanglement measure is introduced and com-
pared with the existing measures in literature for some
specific states. Finally, a conclusion about a possible ge-
neralization for the n-qubit case is discussed.

II. GEOMETRIC REPRESENTATION OF TWO
AND THREE QUBITS

A. Two qubits and second Hopf fibration

The simplest case of entanglement in Quantum Me-
chanics is the system made up of two qubits in which the
entanglement measures are well explained. A composite
two qubit pure system reads

|Ψ〉 = a00 |00〉+ a01 |01〉+ a10 |10〉+ a11 |11〉 (1)

with

a00, a01, a10, a11 ∈ C, |a00|2+|a01|2+|a10|2+|a11|2 = 1
(2)

and the state (1) is separable if and only if

a00a11 = a01a10. (3)

The normalization condition (2) identifies the Hilbert
space of two qubits to a seven-dimensional sphere S7,
embedded in R8. The Hopf fibration formulation is a
composition of two maps [1],

h1 : S7 → R4 + {∞}
Q⊗Q → Q ∪ {∞} ≈ S4

(q1, q2) → h1 = q1q
−1
2 q1, q2 ∈ Q (4a)

h2 : R4 + {∞} → S4

Q ∪ {∞} → S4 (4b)

h2 ◦ h1(q1, q2) = Xi = 〈σi〉 i = 1, 2, 3, 4, 5 (4c)

where σi in (4c) are the Pauli matrices in quaternionic
space. The quaternions used in (4a) are defined from the
complex coefficients of the state |Ψ〉 in (1) as

q1 = a00 + a01i2 q2 = a10 + a11i2 (5)

such that the first part (4a) of the whole map gives,

h1 =
(ā00a10 + ā01a11) + (a00a11 − a01a10) i2√

|a10|2 + |a11|2
. (6)

The value of the quaternion h1 is entanglement sensi-
tive with condition (3) since in the separable case h1

is now a simple complex number. The second map
h2 (4b) is an inverse stereographic projection and it

sends any two qubit state into points on S4 with co-
ordinates (X1, X2, X3, X4, X5) such that

∑i=5
i=1X

2
i = 1.

The inverse stereographic projection from the north pole
(1, 0, 0, 0, 0) onto the equatorial plane leave, as a result,
the following coordinates:

X1 = |q1|2 − |q2|2

X2 = 2Re (ā00a10 + ā01a11)
X3 = 2Im (ā00a10 + ā01a11)
X4 = 2Re (a00a11 − a01a10)
X5 = 2Im (a00a11 − a01a10) (7)

When the state |Ψ〉 is separable, the coordinates X4 and
X5 are immediately zero. Otherwise, these two coordi-
nates have the information about the entanglement and
they are directly related with the concurrence defined by
Wootters [5], since X2

4 +X2
5 is the concurrence squared.

In this situation, the information about the first qubit
and its entanglement with the second qubit is stored in
the base space S4 and the information about the second
qubit is in the fibre space S3. For separable states, the
original Hilbert space S7 simplifies to S2 × S2.

B. Three qubits and third Hopf fibration

A general composite three qubit pure system is given
by

|Ψ〉 = a000 |000〉+ a001 |001〉+ a010 |010〉+ a011 |011〉
+a100 |100〉+ a101 |101〉+ a110 |110〉+ a111 |111〉 ;

a000 , a001, a010, a011, a100, a101, a110, a111 ∈ C (8)

in this case, the normalization condition reads,

|a000|2 + |a001|2 + |a010|2 + |a011|2 +

|a100|2 + |a101|2 + |a110|2 + |a111|2 = 1 (9)

A visible difference appears in this case in which the se-
parability among the qubits can be possible by two diffe-
rent ways: First, the three qubits can be separated in the
subspace of a single qubit with basis {|0〉 , |1〉} and the
subspace of the other two qubits {|00〉 , |01〉 , |10〉 , |11〉}

|Ψ〉 = (a |0〉+ b |1〉)⊗
(c |00〉+ d |01〉+ e |10〉+ f |11〉) (10)

and consequently the separability conditions are:

a000a101 = a110a011 a000a100 = a110a010

a000a111 = a110a001 a001a101 = a111a011

a001a100 = a111a010 a010a101 = a100a011. (11)

For the case when the three qubits are fully separated,
two steps are needed to explain entanglement: one in
which the three qubits are separable by (10), followed
by the condition that the two qubit subset is separable
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in each qubit subset and the procedure is as in section
II A. In this situation, the normalization condition (9)
identifies the Hilbert space of three qubits to a fifteen-
dimensional sphere S15, embedded in R16. The last Hopf
fibration formulation is a composition of the following
two maps [1],

h′1 : S15 → R8 + {∞}
O⊗O → O ∪ {∞} ≈ S8

(o1, o2) → h′1 = o1o
−1
2 o1, o2 ∈ O (12a)

h′2 : R8 + {∞} → S8

O ∪ {∞} → S8 (12b)

h′2 ◦ h′1(o1, o2) = Xi = 〈σi〉 i = 1, ..., 9 (12c)

where 〈σi〉 in (12c) are given by

σ1 =
(

0 1
1 0

)
σ2,3,4,5,6,7,8 =

(
0 i1,2,3,4,5,6,7

−i1,2,3,4,5,6,7 0

)
σ9 =

(
1 0
0 −1

)
(13)

and the octonions in (12a) are defined from the complex
coefficients of the state |Ψ〉 in (8). From the Cayley-
Dickson construction:

q1 = a000 + a001i2 q2 = a010 + ā011i2

q3 = a100 + a101i2 q4 = a110 + ā111i2

o1 = q1 + q2i4 o2 = q3 + q4i4 (14)

and the first part of the map (12a) is [1]

h′1(o1, o2) = o1o
−1
2

=
K1 +K2i2 +K3i4 +K4i6

|a100|2 + |a101|2 + |a110|2 + |a111|2
(15)

K1 = a000ā100 + a001ā101 + ā110a010 + ā111a011

K2 = a001a100 − a000a101 + (a110a011 − a111a010)

K3 = a010a100 − a110a000 + (a111a001 − a011a101)

K4 = a110a001 − a010a101 + (a111a000 − a011a100).
(16)

h′1 is also sensitive to the conditions in (11), and h′1 maps
into the subspace of pure complex numbers C∪∞ in the
octonionic field O ∪∞ [1]. As discussed in the previous
section, the coordinates X3, X4, X5, X6, X7, X8 are zero
for separable states, and non-null for entangled states.
These coordinates characterize the degree of entangle-
ment of one qubit with the other two qubits and it is
possible to define a measure E as [1]

E = X2
3 +X2

4 +X2
5 +X2

6 +X2
7 +X2

8 = 1−X2
1 −X2

2 −X2
9

(17)
C. Relation with two-tangle and three-tangle

The quantity (17) is directly related to an entangle-
ment measures known as three-tangle and two-tangle
[3, 4]. These measures depends of the hyperdeterminant
of the tensor with coefficients (aijk) that define the state
|Ψ〉 in (8). For a tensor A with components aijk, this
hyperdeterminant is defined as [6]

det(A) =
1
2
εilεjmcijclm ckn =

1
2
εilεjmaijkalmn (18)

where ε in (18) is the Levi-Civita symbol. The three-
tangle measure gives information about entanglement
between all three qubits (A,B,C) and is given by

τABC = 4det(A). (19)

The two-tangle measure gives the information about en-
tanglement between one subsystem (e.g. A) and the
other two subsystems (BC):

τA(BC) = 4det(ρA) τB(CA) = 4det(ρB)
τC(AB) = 4det(ρC). (20)

Explicitly,

τA(BC) = 4det
(
a2
000 + a2

001 + a2
010 + a2

011 a010a110 + a011a111 + a000a100 + a001a101

a010a110 + a011a111 + a000a100 + a001a101 a2
100 + a2

101 + a2
110 + a2

111,

)
(21)

expression (17) matches perfectly with τA(BC) in (21),
that coincides with the fact that expression (17) is

obtained considering that the state |Ψ〉 in (8) is bi-
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separable. For bi-separable states, τA(BC) 6= 0, but
τABC = 0 as in the W -states where all 2-tangles do not
vanish but 3-tangle is still zero; unlike the fully separable
states where all 2-tangles and 3-tangle vanish. Finally,
when the state is maximally entangled, 2-tangles and the
3-tangle are non-zero as GHZ-state.

III. GEOMETRIC REPRESENTATION OF
FOUR QUBITS

This section emphasizes in a possible map (as the
Hopf fibration for two and three qubit states) that
helps us to reduce the Hilbert space of four qubits to
a lower space and gives an entanglement interpretation
of this geometric illustration. For this, we continue the
iteration of the Cayley-Dickson construction and we use
sedenions. The real, complex, quaternion and octonion
numbers define a division algebra. The octonions are
the biggest division algebra since in sedenions the
division property is lost, this is because they have zero
divisors, that means that two non-zero sedenions can be
multiplied to obtain a zero result.

Mathematically, the Hopf fibration in this case does
not exist, this tells us that the systems of one, two and
three qubits are the only systems that accept a Hopf
fibration interpretation [1]. To find a possible map that
reduces the original Hilbert space of four qubits, as the
Hopf fibrations does with the previous cases is our goal.
The idea is to introduce a new map like a Hopf fibration
with restrictions and study some specific examples as
GHZ and W states.

The general pure state of four qubits is given by

|Ψ〉 = aABCD |ABCD〉 =
a0000 |0000〉+ a0001 |0001〉+ a0010 |0010〉+ a0100 |0100〉+
a1000 |1000〉+ a0011 |0011〉+ a0110 |0110〉+ a1100 |1100〉+
a0101 |0101〉+ a1001 |1001〉+ a1010 |1010〉+ a0111 |0111〉+
a1110 |1110〉+ a1011 |1011〉+ a1101 |1101〉+ a1111 |1111〉

(22)

the normalization condition in this case reads

|a0000|2 + |a0001|2 + |a0010|2 + |a0100|2 + |a1000|2 +

|a0011|2 + |a0110|2 + |a1100|2 + |a0101|2 + |a1001|2 +

|a1010|2 + |a0111|2 + |a1110|2 + |a1011|2 + |a1101|2 +

|a1111|2 = 1. (23)

This condition identifies the Hilbert space of four qubits
to a S31 ∈ R32. It is important to understand that the
entanglement of four qubits is not so simple to explain
as we did before with three and two qubits. The diffe-
rent ways that four qubits can be entangled are more
complicated that the cases studied in the previous sec-
tions. Furthermore, four qubits can be entangled in nine

different ways [7]. Our interest is emphasized in the case
when one qubit (e.g. qubit A) is separated of the other
three, it is important to note that this case is indepen-
dent of the qubit choice, it can be any of them. In this
situation the pure qubit state can be written as

|Ψ〉 = (a |0〉+ b |1〉)⊗
(c |000〉+ d |001〉+ e |010〉+ f |011〉+
g |100〉+ h |101〉+m |110〉+ n |111〉)

⇒
(
|a|2 + |b|2

)
(|c|2 + |d|2 + |e|2 + |f |2 +

|g|2 + |h|2 + |m|2 + |n|2) = 1. (24)

With (24) it is possible to find the separability conditions,
some of them are:

a0010a1000 = a1010a0000 a0110a1100 = a1110a0100

a0000a1011 = a0011a1000... (25)

For the four qubits case, we expect that the information
about the separated qubit and its entanglement with the
other three qubits is stored in the base S16. Also, we
anticipate that the information of the other three qubits
is in the fibre S15 and the corresponding entanglement
analysis is possible with the fibrations studied. Similar
to the previous cases, the possible map should be

h′′1 : S31 → R16 + {∞}
S⊗ S → S ∪ {∞} ≈ S16

(s1, s2) → h′′1 = s1s
−1
2 s1, s2 ∈ S (26a)

h′′2 : R16 + {∞} → S16

S ∪ {∞} → S16 (26b)

h′′2 ◦ h′′1(o1, o2) = Xi = 〈σi〉 i = 1, ..., 17 (26c)

where 〈σi〉 in (26c) are the Pauli matrices ti sedenionic
space

σ1 =
(

0 1
1 0

)
σ2,...,16 =

(
0 i1,...,15

−i1,...,15 0

)
σ17 =

(
1 0
0 −1.

)
(27)

The sedenions in (26a) are defined from the complex coe-
fficients of the state |Ψ〉 in (22). This map (26) is not al-
ways possible since the division property is lost for sede-
nions, this gives us an impossibility of a broad map for a
general four qubit pure state, and the fibre of the map is
not clear since the multiplication of sedenions is neither
commutative, associative nor alternative. Nevertheless,
it is possible to construct two sedenions in which case the
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multiplication is not null. For the Cayley-Dickson cons-
truction it is indispensable to define eight quaternions,
four octonions and finally two sedenions. Our construc-
tion is given by

q1 = a0000 + a0001i2 q2 = a0010 + a0011i2

q3 = a0100 + a0101i2 q4 = a0110 + a0111i2

q5 = a1000 + a1001i2 q6 = a1010 + a1011i2

q7 = a1100 + a1101i2 q8 = a1110 + a1111i2

o1 = q1 + q2i4 o2 = q3 + q̄4i4

o3 = q5 + q6i4 o4 = q7 + q̄8i4

s1 = o1 + o2i8 s2 = o3 + o4i8. (28)

And the possible coordinates that define the S16 are

X1 = s1s2 + s2s1

X2 = Re [i1(s1s2 − s2s1)]
...

X16 = Re [i15(s1s2 − s2s1)]
X17 = s1s1 − s2s2 (29)

Analogous to the three and two qubit cases we expect
that this map (26) is entanglement sensitive. Moreover,
in the case when one qubit is separated from the other
three, only three of the last coordinates in (29) are not
null. The first part of the whole map (26a) is now

h′′1(s1, s2) = s1s
−1
2 =

C1 + C2i4 + C3i8 + C4i12

|q5|2 + |q6|2 + |q7|2 + |q8|2

(30)
C1 = q1q̄5 + q̄6q2 + q̄7q3 + q4q̄8

C2 = q2q5 − q6q1 + (q4q7 − q8q3)

C3 = q3q5 − q7q1 + (q3q8 − q6q4)

C4 = q2q7 − q6q3 + (q8q1 − q4q5) (31)

In the generic case, h′′1 is a sedenion. Nevertheless with
some of the conditions (25), in which the four qubits
are separable as one-qubit ⊗ three-qubits, the numbers
K2,K3 and K4 are zero, even more K1 is reduced to a
complex number, and h′′1 maps into the subspace of pure
complex numbers C∪∞ in the sedenionic field S∪∞ as
in the last case, and it is proved that this map is also
entanglement sensitive.

h′′1(s1, s2)|separable =
C1

|q5|2 + |q6|2 + |q7|2 + |q8|2
∈ C ∪∞

(32)
In the separable case, K1 is always different from zero,
so the multiplication of sedenions defined in (28) is
always different from zero. If the state (22) is entangled
(specifically one qubit with the other three), then K2, K3

and K4 are not null and the map defined (26) is always
possible with the sedenions defined as (28) and it is use-
ful for the study of the quantum correlation of one qubit
with the other three. The importance of (28) lies in the
fact that the multiplication of these sedenions is not null.

Analogous to the last case, since the coordinates
X3, ..., X17 are zero for separable states, and non-null for
entangled states, it is possible to characterize the degree
of entanglement of one qubit with the other three qubits
using these coordinates, such that

E = X2
3 +X2

4 + ...+X2
16 = 1−X2

1 −X2
2 −X2

17. (33)

The next step with this entanglement measure is to
compare it with other proposed measures [3, 8–10]
and give the value of E for some known states. The
first important thing is to note that E in (33) is
different from the three-tangle [11] defined in this case
as τA(BCD) = 4 det(ρA) where ρA is the reduced matrix
defined as ρA = TrBCD |ΨABCD〉 〈ΨABCD|, like in the
case of three qubits.

The entanglement degree for some known states as
GHZ and W states is

|GHZ〉 =
|0000〉+ |1111〉√

2
, E = 1

|W 〉0 =
1
2

(|1000〉+ |0100〉+ |0010〉+ |0001〉) , E =
1
2

|W 〉1 =
1
2

(|0111〉+ |1011〉+ |1101〉+ |1110〉) , E =
3
4

|Φ〉1 =
1√
6

(√
2 |1111〉+ |1000〉+ |0100〉+ |0010〉+ |0001〉

)
,

E =
8
9

|Φ〉2 =
1√

2
√

10
(3 |0000〉+ 3 |1111〉 − |0011〉 − |1100〉

+3 |0101〉+ 3 |1010〉 − |0110〉 − |1001〉),
E = 0.6625 (34)

The measure of entanglement of some states as GHZ-
state has coherent results. For GHZ state E has the
maximum value, for W states E is different from zero
and less that one, it show us that these states are
entangled as we expected. The state |Φ〉1 of (34) has
the same entanglement degree given by A. Osterloh and
J. Siewet in [12] who define an entanglement mono-
tone from antilinear operators, but for example their
results for W states are zero, that differs from our results.

For maximally entangled states (MES) the coordinates
X3, ..., X16 have the maximum possible value since X1 =
X2 = X17 = 0, then the corresponding normalization
conditions in this case is,

X2
3 +X2

4 + ...+X2
16 = 1 MES ∈ S13. (35)



6

The MES span a thirteen-dimensional sphere. Since
the information of one qubit is contained in S16 and the
information of the other three qubits is in S15, it is po-
ssible to take a subspace in S16 defined from the coor-
dinates (X1, X2, X17) such that all the four qubits states
are mapped onto a unit Ball B3. The separable states
are mapped onto the boundary and the entangled states
inside the ball; the center of the ball represent the MES.
The states with the same degree of entanglement are in
the same concentric shells, it means that the radius of
this ball is directly connected with the degree of the en-
tanglement of the four qubit state.

IV. CONCLUSION AND DISCUSSION

The Hopf fibration is a good mathematical object that
helps us to visualize the multiple-qubit systems. Further-

more, this point of view is entanglement sensitive since
the base of the fibration is reduced to a lower dimen-
sional space when the respective separability conditions
are fulfilled. The entanglement measures defined with the
Hopf maps match exactly with known and well defined
entanglement measures such as concurrence and tangles
for two and three qubit cases respectively. A new map
is proposed for four qubit case using sedenions and an
entanglement measure is introduced to describe the en-
tanglement of the four-qubit state and the possibility of
it being separable as a one-qubit ⊗ three-qubits. The
generalization to n-qubit systems is nontrivial but the
fruitfulness of this geometric interpretation gives impor-
tant information about a possible correspondence for en-
tanglement of higher qubit states which is a matter of
research in current investigations e.g. [6, 8].
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We consider A atoms interacting dispersively with two cavity modes. We find that the entangle-
ment between two modes of the electromagnetic field is created in a Dicke phase transition.
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I. INTRODUCTION

Entanglement is a property rooted in both the super-
position principle of quantum mechanics and the tensor
product structure of different Hilbert spaces, and im-
plies the existence of nonlocal correlation in the quantum
world. Since this correlation is absent in the classical
world, it is a kind of pure quantum correlation and has
been regarded as a crucial resource in many quantum-
information processing tasks. Studies of the block-block
entanglement in onedimensional spin models have estab-
lished a close relation between conformal field theory and
quantum-information theory [1, 2]. In the extended Hub-
bard model, the global phase diagram can be sketched
out from the contour map of the single-site local entan-
glement in the parameter space [3]. In this model the
entanglements scaling behaviors was investigated in the
one-dimensional Hubbard model at the criticality point
[4]. Thus, it has been natural, then, to employ the entan-
glement as a tool to analyze quantum phase transitions,
one of the most striking consequences of quantum corre-
lations in many body systems [5]. The Dicke model (DM)
has plyed an importan role to describes the interaction of
N two-level systems (qubits) with a single bosonic mode
[6], and has become a paradigmatic example of collective
quantum behavior. The exact treatment of the finite-size
corrections to the Dicke transition is quite complicated
and the study of some limiting cases can be useful. J.
Vidal and S. Dusuel [7], obtained the critical exponents
by a modified Holstein-Primakoff approach. G. Liberti
et al. analyzed the quantum phase transition for a set of
N-two level systems interacting with a bosonic mode in
the adiabatic regime. Through the Born-Oppenheimer
approximation, they obtain the finite-size scaling expan-
sion for many physical observables and, in particular, for
the entanglement content of the system [8].

In this article we study ...

II. A ATOMS AND TWO MODES
INTERACTION

We consider an ensemble of A two-level atoms coupled
simultaneously to two quantized modes, a and b, of the

electromagnetic field inside a cavity. The Himiltonian of
this system is given by:

H = ωaa
†a+ ωbb

†b+ ∆Sz
+Sx[ga(a† + a) + gb(b† + b)], (1)

where ωa and ωb are the frequencies of the modes a and
b respectively, ∆ is the energy transition of each two-
level atoms, and ga and gb are the respective atom-mode
coupling strengths. Atomic operators obey the stan-
dard SU(2) commutation relations, [S+, S−] = 2Sz and
[Sz, S±] = ±S±. We consider dispersive interaction, i.e.,
weak and far from resonance, in short ∆ � ωa, ωb, ga,
gb. In order to obtain a diagonalized effective interaction
we make uso of the unitary transformation:

R̂ = eiλSy , (2)

where λ is a real parameter to be determined. The trans-
formed interaction becomes

V = R̂(∆Sz + Sx[ga(a† + a) + gb(b† + b)])R̂†

= [ga(a† + a) + gb(b† + b)](Sx cosλ+ Sz sinλ)
+∆Sz cosλ− ωSx sinλ. (3)

Thus this transformed interaction can be diagonalized in
an exact form by choosing the λ parameter as

tanλ =
ga
∆

(a† + a) +
gb
∆

(b† + b).

Therefore, the diagonalized effective Hamiltonian is given
by:

Heff = ωaa
†a+ ωbb

†b

+∆Sz

√
1 +

[ga
∆

(a† + a) +
gb
∆

(b† + b)
]2
. (4)

Now we restrict the mode frequencies to be equal, this is,
ω = ωa = ωb. Thus we can define two canonical modes:

s =
gaa+ gbb

g
, d =

gba− gab
g

, (5)

which satisfy the canonical communation relation:
[s, d] = [s, d†] = [s†, d] = [s†, d†] = 0 and [s, s†] =
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[d, d†] = 1. We defined g =
√
g2
a + g2

b . We can see that
the d mode is an integral of motion. On the other hand,
when the ensemble of A atoms is in the ground state,
the s mode will be subjected to the normalized effective
interaction potential:

V (x) =
1
2
x2 − γ

2

√
1 + 2ε2x2, (6)

where γ = A∆/ω, ε = g/ω, and the canonical variables
are given by

x = (s† + s)/
√

2, p = i(s† − s)/
√

2. (7)

Considering ε� 1 and 2γε > 1, the effective interaction
potential (6) can be approximated by the potencial:

V (x) = −1
2
|1− 2γε|x2 + γε4x4. (8)

Thus, in that regime an equilibrium point, x0 =√
|1− 2γε|/(2ε2√γ), has arisen. Around that equilib-

rium point we can approximate a harmonic oscillator
potential defining the coordenate y in a way such that
x = x0 + y. So, the Hamiltonian in this regime becomes

Hx0 =
p2
y + 2

∣∣∣1− 2Ag
ω

∣∣∣ y2

2
. (9)

We can find the annihilation and creation, c and c†, oper-
ators which correspond to that Hx0 Hamiltonian. After
a little algebra one obtains:

c =

√
Ω
2
y +

i

2Ω
py, (10)

being Ω =
√

2|1− 2γε|. Easily one shows that the c
operator can be written as:

c = e−
η
2 (s†2−s2)e

√
Ω
2 x0(s†−s)se−

√
Ω
2 x0(s†−s)e

η
2 (s†2−s2),

which corresponds to a displacement follows by a squeez-
ing transformation of the s mode. Here the η is given
by

cosh(η) =
√

Ω
2

+
1

2
√

Ω
, sinh(η) =

√
Ω

2
− 1

2
√

Ω
. (11)

Therefore the evolution operator can be easily found:

U(t) = e−iΩtc
†c

= e−
η
2 (s†2−s2)e

√
Ω
2 x0(s†−s)e−iΩts

†se−
√

Ω
2 x0(s†−s)e

η
2 (s†2−s2)

= D(α)S(µeiψ)eiθ(2s
†s+1)/4e−iΩts

†s, (12)

where

α = i
√

2Ωx0(e−iΩt/2 cosh η + eiΩt/2 sinh η) sin
Ωt
2
,

eiθ =
1− e2iΩt tanh2 η

1− e−2iΩt tanh2 η
,

eiψ = ieiθ/2e−iΩt,

cosh2 µ = cosh2(2η)− cos2(Ωt) sinh2(2η), (13)

being D(α) and S(µeiψ) the displacement and squeeze
operators respectively.

We can notice that by considering both field modes
initially in the vacuum state the s mode evolves to an
ideal squeezed state [10]. The displacement operator cor-
respond to a product of local unitaries thus it does not
contribute to the entanglement. Therefore, if for t > 0
there is entanglement between the modes then it is caused
only by the squeeze operator.

III. TWO MODE ENTANGLEMENT

Entanglement conditions expressed in terms of angular
momentum operators have been derived by a number of
authors [9]. The use of uncertainty relations to establish
conditions for detecting entanglement was proposed by
Hofmann, Takeuchi [11] and by Gühne [12]. Here we
apply the inequalities found by Hillery and Zubairy for
detecting entanglement between two mode states [13].
These quantities and their uncertainties are, in principle,
measurable, so that the conditions derive in Ref. [13]
could be used in a laboratory to detect entanglement.
Hillery and Zubairy firstly find that the inequality

(∆L1)2 + (∆L2)2 ≥ 2(〈a†a〉+ 〈b†b〉), (14)

is satisfied for any separable state ρ, where L1 = ab†+a†b
and L2 = i(ab† − a†b). Those operators along with L3 =
a†a+b†b, form a representation of the SU(2) Lie algebra.
Eq. (14) led them to deducted that a state ρ is entangled
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if it satisfies the inequality:

|〈amb†n〉|2 > 〈a†mamb†nbn〉, (15)

being n,m integers. We will study that inequality (15)
to characterize the entanglement between the modes.

The D displacement operator does not change the en-
tanglement between the a and b modes since it is com-
posed of two local unitaries operators on the respective
Hilbert space of modes a and b. We will consider that
initially both modes are in the vacuum states. Therefore
we need to find out if the state S(µeiψ)|0〉a⊗|0〉b satisfies
the inequality (15). First of all, we can notice that the
average photon number created at the phase transition
becomes:

〈a†a+ b†b〉 = 〈s†s〉

= 2Ωx2
0

∣∣∣cosh η + eiΩt sinh η
∣∣∣2 sin2 Ωt

2

+ sinh2(2η) sin2(Ωt). (16)

We can notice that for Ω ≈ 1, 2εγ ≈ 3/2 and the average
photon number goes as

〈n〉 ≈ sin2(t/2)
3ε3

, (17)

this is, its amplitude is inversely proportional to the third
power of the small parameter ε.

On the other hand, by making n = m = 1 in the (15)
inequality one arrives to the following inequality:

cosh2 µ < 2, (18)

which is satisfied when the two modes are entangled. By
considering the Eq. (13), in the particular regime of Ω ≈
1 the (18) inequality is always satisfied. This means that
in that regime the two modes are entangled for all t > 0.

IV. CONCLUSIONS

In summary, we have studied the dynamics of the en-
tanglement between two modes which interact disper-
sively with A atoms. In the dispersive interaction regime
arises a quantum phase transition affect generating an
high number of photon associated to the add mode. This
effect requires that the number of atoms is high than
rate between the frequency of the modes and the cou-
pling constant and the energy on the atom transition.
Thus we have find that the quantum phase transition
arose together with the entanglement of the two involved
electromagnetic modes.

Acknowledgments

This work was supported by Grants: CONACyT
Grant 45704 (Mexico), Milenio ICM P06-067F, and
FONDECyT No 1080535 (Chile).

[1] V. E. Korepin, Phys. Rev. Lett. 92, 096402 (2004).
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We present here the analysis of the one-qubit state transfer between the internal state of two ions,
located inside different cavities. Each ion is trapped inside a harmonic potential and the cavities
are connected by an optical fiber. Considering the carrier band, we observed that the transmission
time can be influenced by the vibration motion of the ions. We also analyzed how the transmission
is affected due the presence of the environment.
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I. INTRODUCTION

Systems involving the interaction between electromag-
netic fields and massive bodies like atoms, trapped ions
and quantum dots, have provided several resources for
the analysis of fundamentals phenomenons in quantum
physics as well as proposals for implementation in quan-
tum computation and information [1, 2].

In a previous work we demonstrated that it is possible
to obtain the transfer of two-qubit state between the two
trapped ions [3, 4] (see figure 1), located in different cavi-
ties (but connected by an optical fiber) [5]. In this model,
the system was configured in the first red sideband and
the first blue sideband.

FIG. 1: Schematic representation of a system formed by two
cavities coupled by an optical fiber, each one interacting with
a two-level trapped ion [5].

In this paper we return to the model introduced in
reference [5], where we analyze the one-qubit state trans-
fer between the internal states of the ions when the sys-
tem is in the carrier band. We will illustrate here the
dependence of the transmission time with the motional
state of the ions, which results were already presented
in the XXXII Encontro Nacional de F́ısica da Matéria
Condensada [6]. Beside these results, we also added in
this work our recent analysis concerning the presence of
the environment in the system and its influence in the

∗Electronic address: nohama@ifi.unicamp.br
†Electronic address: roversi@ifi.unicamp.br
‡URL: http://www.ifi.unicamp.br/goq

transmission procedure.

II. THE MODEL

If the two ions have the same atomic frequency ωa and
movement frequency ν the Hamiltonian of the system is
given by [5]:

HS =
2∑
i=1

{
~ωib̂†i b̂i + ~νâ†i âi +

~ωa
2
σiz

+~g (σi+ + σi−)
(
b̂†i + b̂i

)
cos
[
η
(
â†i âi

)]}
+~βĉ†ĉ+ ~λ

[
ĉ
(
b̂†1 + b̂†2

)
+ ĉ†

(
b̂1 + b̂2

)]
, (1)

where b̂†i (b̂i) is the creation (annihilation) operator for
the cavity i, â†i (âi) is the creation (annihilation) opera-
tor from the movement of the ion i, ĉ† (ĉ) is the creation
(annihilation) operator correspondent to the fiber mode
with frequency β, σi+ (σi−) is the rising (lowering) oper-
ator of the atom i, ωi is the frequency of the cavity i, g
is the coupling constant between the ion i and the field
(cavity i), and η is the Lamb-Dicke constant.

We considered here the ”short fiber limit” [7] and the
case where the trap center for each ions is located in the
node of its respective cavity field.

In Lamb-Dicke regime (η << 1), the cosine function
in equation (1) can be written as:

cos
[
η
(
â†i + âi

)
+ φ

]
≈[

1− η2(1+2â†i âi)
2 − (â†i )2+(âi)

2

2

]
,

(2)

We also can note in the the resonant case (ω1 = ω2 =
β = ω) that the Hamiltonian that represents the inter-
action between the cavities and the optical fiber is diag-
onalizable if we describe the system in function of new
bosonic operators given by [8]:

d̂1,2 = 1
2

(
b̂1 + b̂2 ±

√
2ĉ
)

; d̂3 = 1√
2

(
b̂1 − b̂2

)
. (3)
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Considering the Lamb-Dicke regime and the new op-
erators, the Hamiltonian can be rewritten in the form
bellow:

HS =
3∑
k=1

~Ωkd̂
†
kd̂k +

2∑
i=1

{
~νâ†i âi +

~ωa
2
σiz

+~g (σi+ + σi−)
(
b̂†i + b̂i

)[1−
η2
(

1 + 2â†i âi
)

2

− (â†i )
2 + (âi)2

2

)]}
, (4)

where Ω1,2 = ω±
√

2λ and Ω3 = ω are the frequencies of
the normal modes d̂1, d̂2 and d̂3.

Next, we apply the Rotating wave Approximation un-
der three conditions: (i)ω, ωa >>

√
2λ, 3ν; (ii)λ, ν >> g

and (iii)
√

2λ − 3ν >> g. Finally, we obtained the fol-
lowing Hamiltonian for the carrier band (ωa − ω = 0):

H̃I =
~g√

2

2∑
i=1

[
1− η2

2

(
1 + 2â†i âi

)]
×
(
σi+d̂3 + σi−d̂

†
3

)
. (5)

We can see that this case is analogous to a system
formed by two coupled cavities, each one containing an
atom in the place of the trapped ion. However, the
coupling between the internal state of the ions and the
coupled fields depends of the motional state of the ions
(due the presence of the numbers operators â†i âi in equa-
tion (5)).

Solving the Schrodinger equation for the Hamilto-
nian (5) we have the state of the system at any given
time t:

∣∣∣Ψ̃(t)
〉

=
∞∑
k1=0

∞∑
k2=0

[
Cggk1,k2,l(t) |g〉1 |g〉2

+Cgek1,k2(t) |g〉1 |e〉2 + Cegk1,k2(t) |e〉1 |g〉2
+Ceek1,k2(t) |e〉1 |e〉2

]
⊗ |k1〉a1 |k2〉a2 |l〉d3 ,(6)

where the coefficients obey the differential equation set

bellow:
d

dt
Cggk1,k2,l(t) = − ig√

2

√
l
[
β(k1)Cegk1,k2,l−1(t)

−β(k2)Cgek1,k2,l−1(t)
]

;

d

dt
Cgek1,k2,l(t) = − ig√

2

[√
lβ(k1)Ceek1,k2,l−1(t)

−
√
l + 1β(k2)Cggk1,k2,l+1(t)

]
;

d

dt
Cegk1,k2,l(t) = − ig√

2

[√
l + 1β(k1)Cggk1,k2,l+1(t)

−
√
lβ(k2)Ceek1,k2,l−1(t)

]
;

d

dt
Ceek1,k2,l(t) = − ig√

2

√
l + 1

[
β(k1)Cgek1,k2,l+1(t)

−β(k2)Cegk1,k2,l+1(t)
]
. (7)

and |g〉j and |e〉j correspond respectively to the funda-
mental and excited states of ion j and |k〉A is the Fock
state of the mode related to the operator Â (b̂1, b̂2, ĉ,d̂3,
â1 and â2). We defined here β(kj) = 1− (1 + 2kj) η2/2.

III. TRANSMISSION OF ONE-QUBIT STATES

We are interested in the one-qubit state transfer from
the internal degree freedom of ion 1 to ion 2, located in
the other cavity. With this objective, we choose as initial
state of the system:

|Ψ0〉 =
[
cos θ |g〉1 + eiφsinθ |e〉1

]
|k1〉a1 |0〉b1 |0〉c |0〉b2

⊗ |g〉2 |k2〉a2 . (8)

For this initial state, we applied the Hamiltonian re-
lated to the carrier band (ωa − ω = 0). In this case, we
solved the differential equations given in (7) and obtained
the non-zero coefficients in (6):

Cggk1,k2,1(t) = −i β(k1)
β(k1)2+β(k2)2

eiϕsinθ

×sin
(√

β(k1)2+β(k2)2

2 gt

)
;

Cgek1,k2,0(t) = 2 β(k1)β(k2)
β(k1)2+β(k2)2

eiϕsinθ

×sin2

(√
β(k1)2+β(k2)2

8 gt

)
;

Cegk1,k2,0(t) = 1
β(k1)2+β(k2)2

eiϕsinθ

[
β(k2)2

+β(k1)2cos
(√

β(k1)2+β(k2)2

2 gt

)]
;

(9)

In order to simplify the problem, we considered k1 =
k2 = k (which means β(k1) = β(k2) = β(k)) to ob-
tain the state of the system for any given time (in the
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Schrodinger picture):

|Ψ(t)〉 = cos θeiωt |g〉1 |g〉2 |k〉a1 |k〉a2 |0〉d3

− ie
iϕ

√
2

sin θ sin (β(k)gt) |g〉1 |g〉2 |k〉a1 |k〉a2 |1〉d3

+eiϕ sin θ
[
sin2

(
β(k)gt

2

)
|g〉1 |e〉2

+ cos2
(
β(k)gt

2

)
|e〉1 |g〉2

]
|k〉a1 |k〉a2 |0〉d3 .(10)

For instants of time tn = (2n + 1)π/β(k)g (n =
0, 1, 2, ...) we have:

|Ψ(tn)〉 = |g〉1 |k〉a1 |0〉b1 |0〉c |0〉b2
[

cos θ |g〉2
+ei(ϕ−µn) sin θ |e〉2

]
|k〉a2 , (11)

where µn = (2n+ 1) ω
β(k)gπ.

From equation (11), we can observe that the one-qubit
state transfer from the ion 1 to ion 2 was obtained with
a difference in the relative phase given by µn. Besides,
the transmission time tn depends of the phonon numbers
k in the motional state of the ions.

To analyze this dependence, we observed the temporal
evolution of the fidelity of transmission [9] given by:

F (τ, θ, ϕ) = 〈ζ|ρat(τ)|ζ〉 , (12)

where ρat(τ) is the reduced density operator of the elec-
tronic levels of the two ions, defined as the partial trace
of the density operator over the variables of the fields
modes and the movement modes and |ζ〉 is the desired
state after the transmission.

2 4 6
Τ

0.2

0.4

0.6

0.8

1
F

FIG. 2: Fidelity of transmission of the superposition state
1√
2

[|g〉 ± |e〉] in function of scaled time τ = β(0)gt. The full

line is for k = 0, the dashed line for k = 2 and the dotted line
for k = 4. All the results were obtained with ω = 24, η = 0.3
and g = 4 [6].

In figure 3, we plot the temporal evolution of the fi-
delity of transmission for θ = π/4 for different number
states (k = 0, 2, 4) in the ion’s movement.

IV. DISSIPATION IN THE SYSTEM

We also included in the system the spontaneous emis-
sion of the ions, the cavities and fiber losses and the

fluctuations in the electrodes of the ion trap to observe
the efficiency of the transmission under dissipation. The
master equation [10] describing the system for this situ-
aion is given by:

d

dt
ρ(t) = − i

~
[HS , ρ(t)] +

∑
i=1,2

{χ
2

[
2â†i âiρ(t)â†i âi

−
(
â†i âi

)2

ρ(t)− ρ(t)
(
â†i âi

)2
]

+
γ

2

(
2b̂iρ(t)b̂†i − b̂

†
i b̂iρ(t)− ρ(t)b̂†i b̂i

)
+
κ

2
(2σi−ρ(t)σi+ − σi+σi−ρ(t)− ρ(t)σi+σi−)

}
+
ε

2
(
2ĉρ(t)ĉ† − ĉ†ĉρ(t)− ρ(t)ĉ†ĉ

)
, (13)

where ρ(t) is the density operator of the system, γ is the
cavity decay rate, ε is the optical fiber decay rate, χ is
the phase damping rate due the trap fluctuations and κ
is the atom spontaneous emission rate.

After solving the master equation (13) for the initial
state (8), we observed again the temporal evolution of
the transmission fidelity F (τ, θ, ϕ). In figure 3, we plot
the temporal evolution of the fidelity of transmission for
θ = π/4 for different decay rates. We considered in the
figure the number states k = 0 (figure 3.(a)) and k = 4
(figure 3.(b))in the ion’s movement.
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FIG. 3: Fidelity of transmission of the superposition state
1√
2

[|g〉 ± |e〉] in function of scaled time τ = β(0)gt for: a)

k = 0, b) k = 4. The full line is for γ = ε = χ = 0, the
dashed line for γ = ε = χ = 10−1β(0)g/3 and the dotted line
for γ = ε = χ = β(0)g/3. All the results were obtained with
ω = 24, η = 0.3 and g = 4.
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V. CONCLUSIONS

We observed the quantum state transfer of superpo-
sition states from the internal state of ion 1 to ion 2,
located in the other cavity, in the instants of time tn.
The exact same state is obtained in ion 2 when the con-
dition ω

β(k)g = 2l is satisfied. Otherwise, there will be a
difference µn in the relative phase that can be correct by
one-qubit operations on the second ion. We also noted
that the motional state of the ion can influence the effi-
ciency of the transmission, where we have a delay time
for higher values of the phonons number.

We also included the presence of the environment in
the system, where we noted that the efficiency of the

system is lower for higher values of k (due the larger
transmission time). However, the transfer time is not
affected by the presence of the environment if we consider
the phase damping model for the movement of the ions.
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We introduce a weak operator associated with weak values and give a general framework of
quantum operations to the weak operator in parallel with the Kraus representation of the completely
positive map for the density operator. The decoherence effect is also investigated in terms of the
weak measurement by a shift of a probe wave function of a continuous variable.
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I. INTRODUCTION AND CONCLUSION

What is an observable? The observable is convention-
ally defined as the self-adjoint operator [1]. However, we
can measure the non self-adjoint operators like the mo-
mentum operator on a half line and the time operator
in some senses [2]. Can we extend the quantum mea-
surement theory? The possible answer may be that the
measurement outcome changes to weak values defined as
follows. For an operator 𝐴, the weak value ⟨𝐴⟩𝑤 is de-
fined as

⟨𝐴⟩𝑤 =
⟨𝑓 ∣𝑈(𝑡𝑓 , 𝑡)𝐴𝑈(𝑡, 𝑡𝑖)∣𝑖⟩

⟨𝑓 ∣𝑈(𝑡𝑓 , 𝑡𝑖)∣𝑖⟩ ∈ ℂ, (1)

where ∣𝑖⟩ and ⟨𝑓 ∣ are normalized pre-selected ket and
post-selected bra state vectors, respectively. Here,
𝑈(𝑡2, 𝑡1) is an evolution operator from the time 𝑡1 to 𝑡2.
The weak value of an observable is experimentally acces-
sible by weak measurements shown in the details in Sec.
III as theoretically analyzed by Aharonov and his collab-
orators [3–5] and recently experimentally demonstrated
(e. g., see [6, 7]).

Our aim is to extend the weak value theory to consider
decoherence. Here, the result was to explicitly describe
the quantum operation ℰ(𝑊 ) =

∑
𝑚𝐸𝑚𝑊𝐹 †

𝑚 for the
weak operator𝑊 to formally describe the weak value [8].
The weak operator is a useful tool to compactly describe
the effect of decoherence to the weak values just as the
density operator is to the expectation value in the stan-
dard theory of decoherence. Furthermore, the amount of
the effect due to the environment in the weak measure-
ment is exactly given by the weak value defined by the
quantum operation of the weak operator ℰ(𝑊 ).

∗Electronic address: shikano@mit.edu; Electronic address:
shikano@th.phys.titech.ac.jp
†Electronic address: ahosoya@th.phys.titech.ac.jp

II. QUANTUM OPERATIONS FOR WEAK
OPERATORS

Let us now define a weak operator [8] as

𝑊 (𝑡) := ∣𝜓(𝑡)⟩⟨𝜙(𝑡)∣, (2)

based on the two-state vector formalism by Aharonov
and Vaidman [4] and define

⟨𝐴⟩𝑊 :=
Tr(𝐴𝑊 )

Tr(𝑊 )
, (3)

for an observable 𝐴 corresponding to the weak value of
the observable 𝐴 [3] as the above. The weak value is an
analog of a probability distribution, and so is the weak
operator that of the density operators. We discuss a state
change in terms of the weak operator and define a map
𝑋 as

𝑋(∣𝛼⟩, ∣𝛽⟩) := (ℰ ⊗ 𝐼) (∣𝛼⟩⟨𝛽∣) , (4)

for an arbitrary ∣𝛼⟩, ∣𝛽⟩ ∈ ℋ𝑠 ⊗ℋ𝑒. Then, we obtain the
following theorem on the change of the weak operator a
la one of the density operator.

Theorem 1. For any weak operator 𝑊 = ∣𝜓(𝑡)⟩𝑠⟨𝜙(𝑡)∣,
we expand

∣𝜓(𝑡)⟩𝑠 =
∑
𝑚

𝜓𝑚∣𝛼𝑚⟩𝑠,

∣𝜙(𝑡)⟩𝑠 =
∑
𝑚

𝜙𝑚∣𝛽𝑚⟩𝑠, (5)

with fixed complete orthonormal sets {∣𝛼𝑚⟩𝑠} and
{∣𝛽𝑚⟩𝑠}. Then, a change of the weak operator can be
written as

ℰ (∣𝜓(𝑡)⟩𝑠⟨𝜙(𝑡)∣) = 𝑒⟨𝜓(𝑡)∣𝑋(∣𝛼⟩, ∣𝛽⟩)∣𝜙(𝑡)⟩𝑒, (6)

where

∣𝜓(𝑡)⟩𝑒 =
∑
𝑘

𝜓∗
𝑘∣𝛼𝑘⟩𝑒,

∣𝜙(𝑡)⟩𝑒 =
∑
𝑘

𝜙∗𝑘∣𝛽𝑘⟩𝑒, (7)
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and ∣𝛼⟩ and ∣𝛽⟩ are maximally entangled states defined by
∣𝛼⟩ :=

∑
𝑚 ∣𝛼𝑚⟩𝑠∣𝛼𝑚⟩𝑒, ∣𝛽⟩ :=

∑
𝑚 ∣𝛽𝑚⟩𝑠∣𝛽𝑚⟩𝑒. Here,

{∣𝛼𝑚⟩𝑒} and {∣𝛽𝑚⟩𝑒} are complete orthonormal sets cor-
responding to {∣𝛼𝑚⟩𝑠} and {∣𝛽𝑚⟩𝑠}, respectively.
We take the polar decomposition of the map 𝑋 to ob-

tain

𝑋 = 𝜎𝑢. (8)

The unitary operator 𝑢 is well-defined on ℋ𝑠⊗ℋ𝑒 and 𝜎
is positive. From 𝜎 =

∑ ∣𝑠𝑚⟩⟨𝑠𝑚∣, we can rewrite 𝑋 as

𝑋 =
∑
𝑚

∣𝑠𝑚⟩⟨𝑠𝑚∣𝑢

=
∑
𝑚

∣𝑠𝑚⟩⟨𝑡𝑚∣, (9)

where

⟨𝑡𝑚∣ = ⟨𝑠𝑚∣𝑢. (10)

Similar to the Kraus operator, we define the two opera-
tors, 𝐸𝑚 and 𝐹 †

𝑚, as

𝐸𝑚∣𝜓(𝑡)⟩𝑠 := 𝑒⟨𝜓(𝑡)∣𝑠𝑚⟩, (11)

𝑠⟨𝜙(𝑡)∣𝐹 †
𝑚 := ⟨𝑡𝑚∣𝜙(𝑡)⟩𝑒, (12)

where ∣𝜓(𝑡)⟩𝑒 and ∣𝜙(𝑡)⟩𝑒 are defined in Eq. (7). There-
fore, we obtain the Kraus form for the weak operator
as ∑

𝑚

𝐸𝑚∣𝜓(𝑡)⟩𝑠⟨𝜙(𝑡)∣𝐹 †
𝑚 = ℰ (∣𝜓(𝑡)⟩𝑠⟨𝜙(𝑡)∣) , (13)

using Theorem 1. By linearity, we conclude

ℰ(𝑊 ) =
∑
𝑚

𝐸𝑚𝑊𝐹 †
𝑚. (14)

Note that, in general, ℰ(𝑊 )ℰ(𝑊 †) ∕= ℰ(𝜌) although 𝜌 =
𝑊𝑊 †. Furthermore, Eq. (14) can be derived using the
quantum comb [9].
It is well established that the trace preservation,

Tr(ℰ(𝜌)) = Tr 𝜌 = 1 for all 𝜌, implies that
∑

𝑚𝐸†
𝑚𝐸𝑚 =

1. This argument for the density operator 𝜌 =𝑊𝑊 † ap-
plies also for 𝑊 †𝑊 to obtain

∑
𝑚 𝐹 †

𝑚𝐹𝑚 = 1. Therefore,
we can express the Kraus operators,

𝐸𝑚 = 𝑒⟨𝑒𝑚∣𝑈 ∣𝑒𝑖⟩𝑒,
𝐹 †
𝑚 = 𝑒⟨𝑒𝑓 ∣𝑉 ∣𝑒𝑚⟩𝑒, (15)

where 𝑈 = 𝑈(𝑡, 𝑡𝑖) and 𝑉 = 𝑈(𝑡𝑓 , 𝑡) are the evolution
operators, which act on ℋ𝑠 ⊗ℋ𝑒. ∣𝑒𝑖⟩ and ∣𝑒𝑓 ⟩ are some
basis vectors and ∣𝑒𝑚⟩ is a complete set of basis vectors
with

∑
𝑚 ∣𝑒𝑚⟩⟨𝑒𝑚∣ = 1. We can compute∑
𝑚

𝐹 †
𝑚𝐸𝑚 =

∑
𝑚

𝑒⟨𝑒𝑓 ∣𝑉 ∣𝑒𝑚⟩𝑒⟨𝑒𝑚∣𝑈 ∣𝑒𝑖⟩𝑒

= 𝑒⟨𝑒𝑓 ∣𝑉 𝑈 ∣𝑒𝑖⟩𝑒. (16)

The above equality (16) may be interpreted as a decom-
position of the history analogous to the decomposition of
unity because

𝑒⟨𝑒𝑓 ∣𝑉 𝑈 ∣𝑒𝑖⟩𝑒 = 𝑒⟨𝑒𝑓 ∣𝑆∣𝑒𝑖⟩𝑒 = 𝑆𝑓𝑖 (17)

is the S-matrix element. The meaning of the basis ∣𝑒𝑖⟩
and ∣𝑒𝑓 ⟩ will be clear in Sec. IV.

III. WEAK MEASUREMENT—REVIEW

In this section, we recapitulate the idea of the weak
measurement [3, 4, 10]. Consider a target system and a
probe defined in the Hilbert space ℋ𝑠 ⊗ ℋ𝑝. The inter-
action of the target system and the probe is assumed to
be weak and instantaneous,

𝐻𝑖𝑛𝑡(𝑡) = 𝑔𝛿(𝑡− 𝑡0)(𝐴⊗ 𝑃 ), (18)

where an observable 𝐴 is defined in ℋ𝑠, while 𝑃 is the
momentum operator of the probe. The time evolution
operator becomes

𝑒−𝑖𝑔(𝐴⊗𝑃 ). (19)

Suppose the probe state is initially 𝜉(𝑞) ∈ ℝ in the co-
ordinate representation with the probe position 𝑞. For
the transition from the pre-selected state ∣𝑖⟩ to the post-
selected state ∣𝑓⟩, the probe wave function becomes

⟨𝑓 ∣𝑉 𝑒−𝑖𝑔(𝐴⊗𝑃 )𝑈 ∣𝑖⟩𝜉(𝑞), (20)

which is in the weak coupling case [11],

⟨𝑓 ∣𝑉 [1− 𝑖𝑔(𝐴⊗ 𝑃 )]𝑈 ∣𝑖⟩𝜉(𝑞)
≈ ⟨𝑓 ∣𝑉 𝑈 ∣𝑖⟩𝜉(𝑞)− 𝑔⟨𝑓 ∣𝑉 𝐴𝑈 ∣𝑖⟩𝜉′(𝑞)
≈ ⟨𝑓 ∣𝑉 𝑈 ∣𝑖⟩𝜉 (𝑞 − 𝑔⟨𝐴⟩𝑤) . (21)

So that the shift of the expectation value is the real part
of the weak value, 𝑔 ⋅ Re[⟨𝐴⟩𝑤]. The shift of the mo-
mentum distribution can be similarly calculated to give
2𝑔 ⋅ 𝑉 𝑎𝑟(𝑝) ⋅ Im[⟨𝐴⟩𝑤], where 𝑉 𝑎𝑟(𝑝) is the variance of
the probe momentum before the interaction.

The main concept of weak measurement is a time sym-
metric description on quantum measurement and not a
destruction of the quantum state [5, 12]. First, accord-
ing to the Copenhagen doctrine, quantum measurement
must be described time-asymmetrically. However, by the
post-selection, we can describe quantum measurement
time-symmetrically such as the well-known physical fun-
damental equations, e.g., the Newton equation and the
Schrödinger equation. Second, we only get minicule in-
formation on the quantum state in the target system
by weak measurement at once time to extract its in-
formation coupled to the probe. When we obtain the
weak values by weak measurement, we have to repeat
this measurement procedure instead of not destroying the
quantum system in the target system. Roughly speak-
ing, weak measurement seems to peep at the quantum
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state on the way to the time evolution as if we undertake
in-vivo experiment of the quantum system [13]. Further-
more, from the obtained experimental quantity, which is
the weak value, we can evaluate the quantum state of
the future and the past as if we compile our history and
guess the future event from the past experiences.

IV. WEAK MEASUREMENT WITH
DECOHERENCE

FIG. 1: A weak measurement model with the environment.
The environment affects the target system as a noise but does
not affect the probe. The weak measurement for the target
system and the probe brings about the shift of the probe
position at 𝑡0.

Let us consider a target system coupled with an envi-
ronment and a general weak measurement for the com-
pound of the target system and the environment. We
assume that there is no interaction between the probe
and the environment. This situation is illustrated in Fig.
1. The Hamiltonian for the target system and the envi-
ronment is given by

𝐻 = 𝐻0 ⊗ 𝐼𝑒 +𝐻1, (22)

where 𝐻0 acts on the target system ℋ𝑠 and the iden-
tity operator 𝐼𝑒 is for the environment ℋ𝑒, while 𝐻1 acts
on ℋ𝑠 ⊗ ℋ𝑒. The evolution operators 𝑈 = 𝑈(𝑡, 𝑡𝑖) and
𝑉 = 𝑈(𝑡𝑓 , 𝑡) can be expressed by 𝑈 = 𝑈0𝐾(𝑡0, 𝑡𝑖) and
𝑉 = 𝐾(𝑡𝑓 , 𝑡0)𝑉0 where 𝑈0 and 𝑉0 are the evolution oper-
ators forward in time and backward in time, respectively,
by the target Hamiltonian 𝐻0. 𝐾’s are the evolution op-
erators in the interaction picture,

𝐾(𝑡0, 𝑡𝑖) = 𝒯 𝑒−𝑖
∫ 𝑡0
𝑡𝑖

𝑑𝑡𝑈†
0𝐻1𝑈0 ,

𝐾(𝑡𝑓 , 𝑡0) = 𝒯 𝑒−𝑖
∫ 𝑡𝑓
𝑡0

𝑑𝑡𝑉0𝐻1𝑉
†
0 , (23)

where 𝒯 and 𝒯 stand for the time-ordering and anti time-
ordering products.

Let the initial and final environmental states be ∣𝑒𝑖⟩
and ∣𝑒𝑓 ⟩, respectively. The probe state becomes

𝑁𝜉

(
𝑞 − 𝑔

⟨𝑓 ∣⟨𝑒𝑓 ∣𝐾(𝑡𝑓 , 𝑡0)𝑉0𝐴𝑈0𝐾(𝑡0, 𝑡𝑖)∣𝑒𝑖⟩∣𝑖⟩
𝑁

)
, (24)

where𝑁 = ⟨𝑓 ∣⟨𝑒𝑓 ∣𝐾(𝑡𝑓 , 𝑡0)𝑉0𝑈0𝐾(𝑡0, 𝑡𝑖)∣𝑒𝑖⟩∣𝑖⟩ is the nor-
malization factor. We define the dual quantum operation
as

ℰ∗(𝐴) := ⟨𝑒𝑓 ∣𝐾(𝑡𝑓 , 𝑡0)𝑉0𝐴𝑈0𝐾(𝑡0, 𝑡𝑖)∣𝑒𝑖⟩
=

∑
𝑚

𝑉0𝐹
†
𝑚𝐴𝐸𝑚𝑈0, (25)

where 𝐹 †
𝑚 := 𝑉 †

0 ⟨𝑒𝑓 ∣𝐾(𝑡𝑓 , 𝑡0)∣𝑒𝑚⟩𝑉0 and 𝐸𝑚 :=

𝑈0⟨𝑒𝑚∣𝐾(𝑡0, 𝑡𝑖)∣𝑒𝑖⟩𝑈†
0 are the Kraus operators introduced

in the previous section (15). Here, we have inserted the
completeness relation

∑
𝑚 ∣𝑒𝑚⟩⟨𝑒𝑚∣ = 1 with ∣𝑒𝑚⟩ being

not necessarily orthogonal. The basis ∣𝑒𝑖⟩ and ∣𝑒𝑓 ⟩ are
the initial and final environmental states, respectively.
This provides the meaning of ∣𝑒𝑖⟩ and ∣𝑒𝑓 ⟩ as alluded to
Sec. II. Thus, we obtain the wave function of the probe
as

𝜉

(
𝑞 − 𝑔

⟨𝑓 ∣ℰ∗(𝐴)∣𝑖⟩
𝑁

)
= 𝜉(𝑞 − 𝑔⟨𝐴⟩ℰ(𝑊 )), (26)

with 𝑁 = ⟨𝑓 ∣ℰ∗(𝐼)∣𝑖⟩ up to the overall normalization
factor. This is the main result of this subsection. The
shift of the expectation value of the position operator on
the probe is

𝛿𝑞 = 𝑔 ⋅ Re[⟨𝐴⟩ℰ(𝑊 )]. (27)

From an analogous discussion, we obtain the shift of
the expectation value of the momentum operator on the
probe as 𝛿𝑝 = 2𝑔 ⋅ 𝑉 𝑎𝑟(𝑝) ⋅ Im[⟨𝐴⟩ℰ(𝑊 )]. Thus, we have
shown that the probe shift in the weak measurement is
exactly given by the weak value defined by the quantum
operation of the weak operator due to the environment.
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